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ABSTRACT

The Departnent of Defense (DoD) is developing a
Ballistic Mssile Defense System (BMDS) based on a |ayered
defense that enpl oys conplenentary sensors, weapons and C2
el ements integrated by software into a system of -systens to
engage and destroy threat ballistic mssiles through all
phases of its flight. Inherent to the ultinmate success of
the BMDS will be the timely execution of the kill chain

process against threat ballistic mssiles.

In this thesis we wll apply the Unified Software
Devel opnent Process, utilizing the BVMDS as a case study, to
investigate a nmeans to identify and validate timng
behaviors and constraints of systemof-systens. In
particular, we will exam ne the information exchange needed
for processors to share, collaborate, fuse, and distribute
sensor information in a distributed sensor network and
utilize nodeling and sinmulation to provide insight into the
timng aspects of interactions anong subsystens conprising
a system of -system The case study wll involve deriving
and docunent i ng system and sof twar e requi renents,
devel oping a test-ready nodel for representing the timng
requi renents, and then validating this nodel through the
use of an OMNET++ simulation. The sinmulation will then be
used to provide feedback to further refine the system
requi renents and the functional specifications of the

subsyst ens.
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. I NTRODUCTI ON

| keep six honest serving-nen

(They taught nme all | knew);

Their nanes are What and Why and Wen
And How and Where and \Wo.

| send them over | and and sea,

| send them east and west;

But after they have worked for ne,

| give themall a rest.

| let themrest fromnine till five,

For | am busy t hen,

As wel |l as breakfast, lunch and tea,

For they are hungry nen.

But different folk have different views.
| know a person small --

She keeps ten mllion serving-nen,

Who get no rest at all!

She sends 'em abroad on her own affairs,
From t he second she opens her eyes --
One million Hows, two m|lion Wieres,
And seven m | lion Wys!

Rudyard Kipling, The Elephant's Child (1902)

The primary goal of our thesis is to continue the
devel opnent, refinenent, and docunentation of the high-
| evel requirenent specification, baseline architecture, and
real -tinme nodel of a notional Ballistic Mssile Defense
System (BMDS) that was started in earlier work.!? In
particular, our focus is to try to determne what the

potential timng constraints are on the BMDS we are

1 Dpale Scott Caffall, “Conceptual Franmework Approach for System of -
Systens Software Devel opments” (M S. Thesis, Naval Postgraduate School,
Mar. 2003)

1



devel oping. W then will create a high-level simulation of
the BMDS that can validate those derived requirenents and
assess the timng constraints of the BVMDS. This sinulation
will also be designed such that it can be reused for

further research on the subject.

W intend to utilize establish software engineering
practices that have been the bedrock of our graduate
education to achieve these stated goals, and in particular
we will utilize the Unified Software Devel opnental Process
(USDP) to develop the BMDS. The USDP is a use case driven
increnental and iterative process consisting of five core
wor kf 1l ows (requirenents, analysis, design, inplenentation,
and testing) and four phases (inception, elaboration,
construction, and transition).?2 In being iterative and
increnental we can break the project down into smaller
parts to anal yze, design, inplenent, and test, and to nake

any necessary changes.

As has been observed in sone software projects, those
practitioners who are doing the devel oping may have only a
limted insight, if any at all, into the product being
construct ed. It is paranobunt that the developers gain a
f undanent al understanding as part of the devel opnent
pr ocess. One needs to establish a solid foundation of
understanding of “what problem it was we were trying to
solve and why we are tying to solve it”3 by putting our

“honest nen” to work and researching the problem

Armed with a rudinentary knowl edge of Ballistic
M ssile Defense (BMD) and the systens that conprise it, a

host of software engineering classes, a devel opnent

2 Sinon Bennett, John Skelton, and Ken Lunn, Schaumis Outline UM,
McGraw-Hi | |, London, 2001, pp 20-21.

3 Professor Richard Riehle, Naval Postgraduate School, Jan. 2003.
2



process, and a profound quote from Kipling passed on to us;
we enbark upon our journey of discovery.

The first issue at hand is the need to establish who

is driving the need for a BMDS, in essence who is the

custonmer, and why such a system is required: t he answer
conprises Chapter Il, in addition to a history of BMD,
answering why current systens cannot fulfill the future

needs of a BMDS, and the approach we intend take to achieve

the goals of our thesis.

Next we | ooked at what nethodology the BMDS is to be
i npl emented and integrated, and how that system is
tactically envisioned to be enployed in the prosecution of
threat ballistic mssiles. W use a course-grain nodel of
BMDS in order to reason about what specific sensors,
weapons, battle mnmanager, and command and control systens
are intended to conprise a BMDS system of -systens. This is
done to gain a fundanental understanding into the required
functionality and overall system behavior. Al'l of which
serve as the basic tenplate as we continue devel opment of
the BMDS. |n essence, Chapter Il1 becones the requirenents
elicitation phase of t he sof t war e requi rements
speci fication process.

The process of devel opi ng t he requirenments
specification and related docunentation is the focus of
Chapter 1V. We start by creating the vision and Software
Requi renent Specification docunents and descri bing the BVDS
architecture based on the information derived through the
requirenments elicitation phase. This is followed by the
process of specifying the system requirenents by utilizing
use cases to identify the who, what, and how of the BMS
behavi or . The use cases are then realized via
col | aborations consisting of a static class diagram and

3



dynam ¢ system sequence di agrans. From t he use cases, the
BMDS class diagram from previous work is further refined
and expanded annot ati ng t he new derived cl asses,
attributes, and nessages that occur between those classes
to statically describe the BMDS. Syst em sequence di agrans
(SSD) are developed to show dynam c behavior of the BMS
t hrough the necessary conmuni cation between the classes and
objects of the BMDS via nessages and the tineline in which
those nessages mnust occur in order to realize successful
system operation in the prosecution of threat ballistic
m ssil es. From these artifacts we then develop a real-
time, high-level nodel that can start to identify the
actual timng constraints that wll be inposed upon the
noti onal BMDS

To make the transition from wunderstanding the
requirenments of the BMDS to the design and inplenentation
of the simulation we utilize a real-tinme variation of the
Uni fi ed Modeling Language, commonly referred to as UM- RT.
UML-RT is designed specifically to nodel the software
architectures of conplex, event-driven, and distributed
real -time systens to ensure that the essential structura
and behavioral framework upon which all other aspects of
the system depend are designed correctly and can
accommpdat e changes over tine.4 In devel oping the BMS
nodel with UML-RT we will gain a better understanding of
t he syst em of - syst ens we are devel opi ng t hr ough
vi sual i zati on, behavi or and structure speci ficati on,
deci si on docunentation, as well as creating a construction
tenplate from which we can start to build a prototype of

the systemto validate the derived requirenents.

4 Bran Selic and Jim Rinmbaugh, Using UML for Modeling Conplex Real
Time Systens, April 1998, pp 2-3.

4



A sinul ati on nodel is defined as:

An algorithmc representation of a system
reflecting system structure and behavior, that
explicitly recogni zes the passage of tine, hence

providing a neans of analyzing the behavior of
t he systemover tine.>

In order to performa system anal ysis of the BMDS
we will develop a OMNeT++ discrete event sinulation of
t he Sensor Fusion Processor as a nodel for simnulating
the entire system using the UM-RT nodel as a
tenplate for incorporating system requirenents based
on the docunented artifacts. The simulation is used
to determne whether the requirenents have been
achieved, that the system operates within acceptable
paranmeters, and to discover any other possible timng
consi derations and constraints. The simulation is
designed to allow for further research and devel opnent
as the BMDS evol ves.

5 Hassan Gonma, Designing Concurrent, Distributed, and Real-Tine
Applications with UM., Addi son-Wesley, 2000, p 752.

5
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1. BNVD OVERVI EW

A | NTRODUCTI ON

The purpose of this chapter is to provide the reader a
background and insight into those factors that have driven
the need for the devel opnent of a BMD through a quick | ook
at the history of BMD and the current decisions being nmade
by the national |eadership that have and will continue to
affect the developnent of the BMDS, in essence answering
the why and who. This is followed with a brief explanation
of why | egacy systens cannot fill the bill for future BMDS
growh and why development of a new BMDS following a

system of - systens approach i s necessary.

B. A BRI EF HI STORY OF BALLI STI C M SSI LE DEFENSE

On September 8" 1944, the quest for an anti-ballistic
m ssile defense system began in earnest to counter Gernman
V-2 rockets |aunched against civilian targets in France and
Engl and. Initially, the only neans of defense against
t hese weapons of terror was to either |ocate and destroy
the launch sites or occupy sufficient territory as to place
the mssiles out of range of civilian popul ation centers.
However, the Germans sinply noved these weapons to nore
secure areas and continued to deploy themat targets within
the operational range of the mssile. By the end of the
war it was determined that over 3000 V-2's had been
| aunched with the majority of them targeted at London and
Antwerp. Wile mlitarily these weapons had little inpact,

the political and psychol ogical effects were significant.

Fortunately for the allies, the V-2 mssiles were
expensive to build, its guidance system was not highly

accurate, the mssile itself was unreliable, and the weapon

7



was introduced too late in the conflict to significantly
affect the outcone of the war. However, the V2 was a
har bi nger of future warfare. Wth advances in mssile
technol ogy, weapons developnent to include all forns of
weapons of mass destruction (WWD), and nore efficient and
| ess costly production of ballistic mssiles, they becane
quite an attractive neans of bolstering the mlitary

capability of a country wi thout bankrupting the econony.

During the Cold War, the prospect of nucl ear
anni hilation via the exchange of Intercontinental Ballistic
Mssiles (ICBM between the U S. and Soviet Union led to
the inplenmentation of numerous arnms limtations treaties;
the treaties placed constraints on the use of these weapons
and the platforms with which to deliver them These
treaties thensel ves becane a nmeans of providing BVD in that
whil e technol ogy was advancing for both sides it was not
mat ure enough to devel op a conprehensive, integrated system
that could counter such a threat. Those systens devel oped
in the Cold War could only track the incom ng warheads and
at t enpt to destroy the reentry vehicles (RVY) in
endoat nospheric reentry phase with a nuclear defensive
m ssile, such as N ke/Zeus in the case of the US , wile
conducting a nuclear retaliatory strike to prevent further
| aunches. The concept of nutual assured destruction (MAD)
served as much of a deterrent than any fielded defensive
system during the Cold War.

As technol ogy advanced, particularly with |asers and
conput ers, the Reagan Adm nistration pursued in earnest the
devel opnent a space-based national BMDS known as the
Strategic Defense Initiative (SDI), comonly referred to as
the “Star Wars” program However, the ABMtreaty signed in
1972, while allowi ng research, precluded actual testing or
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depl oynent of such a system These restrictions helped to
elimnate the fear that one side could possibly gain the
advantage of ©protecting thenselves thus rendering the
adversary’s weapons inpotent, and wth that distinct
advant age possi bly enbol dening them to preenptively |aunch
a first strike safely in the know edge that they could
repel a counter ballistic mssile strike.

Wth the fall of the Soviet Union, the potential for
the use of ballistic mssiles has actually increased. This
is primarily due to proliferation of Theater Ballistic
Mssiles (TBM to Soviet client states during the Cold War,
the selling of technology afterward by fornmer Soviet
states, and the fact that the control |everaged over those
client states by Russia to keep them in line no |onger
existed. This is evidenced by the proliferation of TBM in
Third World countries such as Irag and North Korea that
possess Soviet-nmade missiles and wusing the technol ogies
acquired to devel op homegrown TBM s such as the No Dong I,
Taepo Dong 1/11, and all variants of the SCUD, which

currently threaten the U.S. and her allies.

US. forces’ first real exposure to a TBM threat
occurred during Operation Desert Storm in which mlitary

history was made with the first successful intercept of a

SCUD by a Patriot mssile. On commencenent of the
Coalition air war, Ilraq comenced SCUD attacks against
targets in Saudi Arabia and Israel. Wiile tactically

insignificant, the eighty-eight SCUD mssiles that were
launched in the resulting terror canpaign nearly drew
|srael into the conflict, which could have both unravel ed
the Coalition and resulted in the |Ioss of support from Arab
nations. It was follow ng this canpaign that a significant
amount of DoD focus was directed at the countering the
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ballistic mssile threat, and lead to the establi shnent of
the Ballistic Mssile Defense Oganization (BVDO, |ater
MDA, and the Joint Theater Air and Mssile Defense
Organi zation (JTAMDO), who have been nmandated to develop a
BMDS.

C. DI RECTI ON OF BMD

On Decenber 13, 2001, President Bush announced to
Russia and the world that the United States, after reeling
from the devastating terrorist attacks of Septenber 11 and
facing new threats since the end of the Cold War, in
particul ar rogue states and terrorist groups possessing WD
and ballistic mssiles with which to deliver them was
serving the required six nonths prior notice necessary to
pull out of the Anti-Ballistic Mssile (ABM Treaty of
1972.6 This major decision has had a profound and dramatic
impact on the National Security Strategy of the U S. and
has led to the direct and stated goal of devel oping a BVDS.
By pulling out of the ABM Treaty, the President has now
made it possible to fully devel op and test BMD systens that
were previously restricted to research only and if capabl e,

to depl oy those systens as desired.

In order to facilitate the devel opment of a BMDS, | ust
two weeks after the President’s announcenent, Secretary of
Def ense Runsfeld, in a nenorandum dated 2 January 2002,
announced the restructuring of the entire National Mssile
Defense (NVD) Program placing all progranms wunder the
M ssil e Defense Agency (MDA): MDA, reports directly to the
Under Secretary of Defense for Acquisition, Technol ogy and
Logistics (USD AT&L), and was provided guidance for the

6 http://ww. whitehouse. gov, Press release 13 Dec. 2001.
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devel opnent and enploynent of an integrated and |ayered
BVMDS that will be able to

detect, track, intercept and defeat ballistic
mssiles in all phases of their flight (i.e.,
boost, mdcourse, and termnal) against all

ranges of threats.”’

Additionally, the nmeno streamined the acquisition process
for all related BMD systenms by renoving them from
constrai ni ng gover nnment i nstructions and di rectives,
allowing MDA to pursue a capabilities-based approach toward

BVMD systens research, devel opnent, test and eval uati on.

In an effort to make BMD a reality, President Bush

announced to the nation and the world,

[ made a commtnment to transform Anerica’s

nati onal security strat egy and def ense
capabilities to neet the threats of the 21%
century...l have directed the Secretary of Defense

to proceed with fielding an initial set of
m ssil e defense capabilities. W plan to operate
these initial capabilities in 2004 and 2005, and
they will include ground-based interceptors, sea-
based interceptors, additional Patriot units and
sensors based on | and, sea, and in space.8

By commtting to field systens in an increnmental fashion as
those systens are developed, the intent is to deploy an
initial system which can be continuously nodified and nmade

nmor e robust over tine.

In order to achieve these stated goals and critical to
the success of the inplenentation -- and both at the heart
of the BVMD System and the evolving BMD Strategy -- is the
devel opnment and future enploynent of the Command, Control

Battl e Managenent and Conmunication (C2BMC) System The

7 Office of the Secretary of Defense, SecDef Menp dated 2 Jan. 2002.
8 http://ww. whitehouse. gov, Press release 17 Dec. 2002.
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ability to detect, track, identify, and target threat
ballistic mssiles in all phases of their flight and
provi de weapons systens the accurate and tinely information
necessary to consunmate an intercept is the primry goal of
BVD.

D. LEGACY SYSTEMS

In this thesis we lay aside any restrictions inposed
by |legacy systens, as the cost of upgrading them is
prohibitive and the restrictions they bring with them
w thout a conplete upgrade would neke the President’s |ong
term goal of defending the nation from ballistic mssile
threats untenable. As such, we have striven to incorporate
the | atest conponent-based system design nethodologies to
provi de for ease of system deconposition and evol ution of

the system as threats, doctrine, and technology change.

However, these systens initially will need to be utilized
unti | a nore robust and responsive system can be
i npl enment ed. Therefore, these |egacy systens need to be

di scussed; particularly with reference as to why they
cannot be inproved upon to fulfill the future needs of the
envi si oned BMDS.

Prior to Desert Storm wth the primary threat being
| CBMs stationed in the former Soviet Union, the BMD System
consisted of Jlarge, fixed radar sites in the northern
| ati tudes, and Defense Support Program (DSP) satellites in
geosynchronous orbits, scanning the predicted avenues of
approach of possible 1CBM attacks and nuclear-tipped
defensive mssiles poised to intercept incomng |ICBMs
These systens were considered national assets and strategic

in nature, reporting directly to NORAD HQ at Cheyenne
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Mount ai n, Womnm ng, which in turn reported to the Nationa
Command Aut hority (NCA) in Washington D.C

BMD weapons-system devel opnent prior to Desert Storm
was not predicated on the possibility of having to conduct
integrated BVMD at a tactical level, and therefore was not
optimzed to perform that m ssion. In fact, nobst weapons
systenms were developed in a “stovepipe” fashion that
necessitated significant nodifications to existing software
systens or unique network designs to allow interoperability
wi thin an est abl i shed command and cont rol (C2)
infrastructure. Each of the services have devel oped data
links that provided connectivity between their particular
units such as the Gound Based Data Link (GBDL) and Arny
Tactical Data Link One (ATDL-1) for Army and Marine ground
units, the PATRIOT Digital Information Link (PADIL)
specifically designed for the PATRIOT system and the
Navy's Link-4A (TADIL-C) for two-way interceptor air
control. None of these data links have a direct neans to
integrate with one another and nust all be translated into
another C2 data link, such as Link-11 or Link-16, in order
to transmt and receive tine-critical information and
achi eve connectivity and interoperability.

Proliferation of smal | er t heat er and tacti cal
ballistic mssiles to Third Wrld countries and the advent
of Desert Storm necessitated a change in the design of
weapons and C2 systens. During Desert Storm the Coalition
forces devel oped and depl oyed a defensive systemto counter
lragi SCUD missiles that are not mnuch nore sophisticated
than the German V-2 rocket. The theater-|level air-defense
system consi sted of sensor and weapon systens tied together
through a variety of previously nentioned |egacy data |ink
systens in order to develop a coherent air picture. The
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conplexity of the architecture and the limtations of those
ol der data link systens required the coalition to devel op
custom patches to attain a conprehensive defense. For
instance, initially Link-11 was inplenented as a single
data link with all possible units participating. However
as units joined the network and started to enter tracks the
shear volume of all the track data saturated many of the
participants who had relatively limted track file capacity
and prevented many critical contacts from being presented
in a tinmely fashion. To address this problem nmultiple
Li nk-11 nets were established with gateway units filtering
data as necessary to preclude saturation.

Wiile the aforenmentioned “fixes” worked to a limted
degree, latency due to the nunerous translations anong
di sparate data |inks and conmunications systens, |ack of
conplete connectivity, and differing navigational data
precluded attainnment of an accurate, near real-tine C2
environnment. This was evident by the mninmmresponse tine
available to the Patriot batteries in response to SCUD
| aunches during Operation Desert Storm despite early |aunch

detecti on by Defense Support Program (DSP) satellites.

Since the conclusion of Desert Storm systens such as
t he Cooperative Engagenent Capability (CEC) and the Joint
Tactical Information Distribution System (JTIDS) have been
introduced to increase the throughput of data, enhance the
overall situational awareness of participating units, and
in the case of CEC providing a conposite track picture
consisting of radar-paranetric and identification data so
that units outside the detection range of a target can
actually launch on renote. These systens have been
utilized in operational and test and evaluation exercises

to develop an effective, recognizable air picture and are
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anticipated to mgrate into the arena of BMD. In fact,
Link 16/JTIDS has been identified as the initial C3 system
to integrate the BMDS with the potential to provide a
Single Integrated Air Picture (SIAP) for BMDS through CEC
sensor fusion. However, a recent study conducted by the
Naval Studies Board of the National Research Council found
that both of these systens would be inadequate in the |ong
run for a BMDS.

As previously described, the JTIDS/Link 16
approach IS a bandw dt h limted, rapi dly
obsol escing technology that wll inpede future
operational flexibility. There are a variety of
pl anned inprovenents that may make it sonewhat
nore effective, and these should be continued as
pl anned. However, at each stage, the Navy should
evaluate the utility and cost of the inprovenents
against the evolving capability provided by the
| nternet technol ogy prototyping. The goal should
be to use JTIDS/Link 16 when nothing better is
avai lable but to wean the BMC3 system from
depending on it.

CEC is an excellent inplenmentation of the
phi | osophi cal approach advocated by the committee
in that it seeks to accommpdate distributed
sensors. It provides the basis for the current
sel f -def ense capabilities and gives the Navy sone
area defense capability. It s, however, a
cl osed-1oop system that wll not provide the
| ong-term capabilities needed for a nore conplete
TMD BMC3. 9

Therefore a new and nore nodern approach, using the
| at est system and software engineering rmethodol ogies
available to integrate all of the subsystens that wll

conprise the BMDS, needs to be undertaken to develop the

software for the followon BMZ3 system | nevi tably,
“ Sof t war e, not har dwar e, will determne the wultimte
9 Naval Studi es Board National Research Council, Naval For ces

Capability for Theater M ssile Defense, National Academ es Press 2001,
p 162.
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functionality of the system and the success of the system

in the end user’s hands..”10

E. SYSTEMS OF SYSTEM APPRCACH

Dealing wth systens of conplexity requires
nontrivial approaches, and a system of subsystens
is a neans to this end. Surely the alternatives
are worse, as we wuld end up with incredibly
conplex systens that no one could possible
under st and, with indetermnate behavior, and
design based on shared functionality, poor
partitioning, and threaded code in such a way as
could never be unraveled. ... And what happens if
we don’'t do a good job of systens engineering?
The system will becone brittle and wll resist
change because of the weight of the requirenents
assets will “bind” us to the inplenentation. CQur
subsystem requirenents have taken control of our
design flexibility, and a change in one will have
a ripple effect in other subsystens. These are
the “stovepipes” systens of |egend, and such
systens resist change. In their interfaces, the
probl ens may be worse. If the interfaces are not
properly specified, the system will be fragile
and will not be able to evolve to neet changing
needs wthout the wholesale replacenent of
interfaces and the entire subsystens that were
based on them 11

As previously shown, current C3 systens, whi |l e
providing an initial capability to fulfill President Bush’s
mandate, wll not be able to grow to neet the projected
demands nor take advantage of advances of current and
future commercial technology. The reality is that even as
JTIDS is being fielded, it has been in devel opnment for over
thirty years and has already becone a |egacy stovepipe
system with mniml room for future growh. One of the

maj or problens with JTIDS is that it requires significant

10 pean Leffingwell, Don Wdrig, Managing Software Requirenents,
Addi son- Wesl ey, 2000, p 63.

11 | pbid, p 65.
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| ead-tinme of about one to two weeks and foreknow edge of
the participating platforns in order to devel op the network
with which to integrate those systens and distribute the
software to the wunits. CEC, which is outstanding at
developing a local SIAP, requires very specific equipnent
and software to inplenent a sensor fusion network and does
not have the capacity to provide the conplete set o data
that a tactical data |ink does.

In BMD scenarios it is not envisioned that a
sufficient amount of tinme will be available to configure a
JTIDS network rapidly enough to neet the threat or to
include whatever wunits that are available to operate
together in a cohesive nmanner to affect a proper defense.
Al so, as systens are nodified or devel oped over tine they
must be able to participate in the network with a m ni num
of overhead and inpact, that is be plug-and-play, and
neither of these systenms wll be able to offer this

capability even after significant planned system evol ution.

Cont i nui ng t he process of syst ens- of - systens
devel opnent utilizing the BMDS as a case studyl?, we intend
to extend the study to the next level of realization by
utilizing established software engineering requirenents
specification practices to further define the conceptual
system of systens and devel op a network sinmulation based on
those findings in an attenpt to capture the high Ievel
timng constraints inposed upon the system These w ||
| ater serve as a vehicle for continued study and refinenent

of the conceptual system of systens and provide an initial

12 caffall, D. S. and Mchael, J. B. “A new paradigm for requirenents
speci fication and anal ysis of systemof-systens”. Wrsing, M, Bal sano,
S., and Knapp, A., eds., Lecture Notes in Conmputer Science: Proc

Mont erey Wor kshop 2002: Radi cal Innovations of Software and Systens
Engin. in the Future, Berlin: Springer-Verlag, 2003.
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simulation of the network that can be expanded for

utilization in further research.

18



[11. BMDS OPERATI NG ENVI RONIVENT

A | NTRODUCTI ON

The Standish Goup conducted a survey in 1994 to
determ ne what were the npbst conmon factors associated with
software projects that nmet with significant problens. One
of the three nost commonly identified faults was inconplete
requi renents specification.13 As part of the requirenents
elicitation process for this project we need to determ ne
and understand under what paradi gm or nethodol ogy the BMDS
is to be devel oped, what sub-systens are going to conprise
the BMDS, and how they are intended to operate together as
a systemof-systens. Once this information has been
determ ned the requirenents specification process can be
docunented and software design can comence which in turn
leads to identifying the timng constraints of the BMS
The purpose of this chapter is to provide the information
that is critical for identifying capabilities, functiona

requi rements, and non-functional requirenents.

MDA has set clear expectations and guidelines under
whi ch the BVDS Battle Manager (BM is to be devel oped.

The BMDS BM wll substantially enhance BNMDS
effecti veness beyond that achievable by stand-
al one systens. The BM conponent integrates Kkil

chain functions (surveillance, detect / track /
classify, engage and assess) across the |ayered
def enses (boost, m d- cour se, term nal, and
external sensors (Space Based Infrared System Low
- SBIRS Low)) and evolves wth the BVDS el enents.
Initially, BM will deliver the hardware/software
(HWSW necessary to provide the neans for
executing pre-planned responses by integrating
available information to provide the wuser wth
increased automation capability and ability to
integrate information from increasingly diverse

13 The Standish Group, Charting the Seas of Infornmation Technol ogy,
1994.
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resour ces. BM will eventually provide a highly
flexible and configurable framework for rea
time, adaptive coordination of mssile defense
assets, while also supporting the incorporation
of new el enents. 14

Each one of the functional areas in the kill chain and
phases of flight for a ballistic mssile places unique
requi rements on the overarching BMD system of -systens, as
well as potential trade-offs anong the non-functional
requirements (e.g., timng vs. safety) that need to be
addressed; each requirenent has an inpact on timng
constraints that need to be identified and evaluated.
Lastly, the types of systens that will conprise the BMS,
sensors, weapons, and C2, wll need to be evaluated to
determ ne what each of the timng requirenents are in order
to ensure that when they are integrated as a systemof-
systems will operate effectively in the prosecution of a

ballistic mssile threat.

14 MDA Exhibit R2 RDT&E Budget Item Justification (PE 0603889C),
Feb. 2003.
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B. THE KILL CHAIN

The kill chain tenplate (Figure 1) is wutilized by
virtual ly every weapons system to descri be its
functionality and to determine its effectiveness. As
mentioned in the previous quote, it is also a required

performance function of the BMDS and serves as the
foundation for the devel opnment of the use cases from which
the wunderstandings of the BMDS requirenents are to be

extrapol at ed.

15 pale Scott Caffall, “Conceptual Franmework Approach for System of -
Systens Software Devel opments” (M S. Thesis, Naval Postgraduate School
Mar. 2003), p 20.
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1. Survei l | ance

The process of surveillance requires that sensors
nmoni t or specific geographic areas of interest for ballistic
m ssile launch events. This inplies that a commander wth
appropriate authority to direct the sensors that wll
conduct the surveillance, in response to a potentia
threat, has provided a specific queuing order or has
determined that an area of interest warrants consistent
nmoni toring based on high probability of an event occurring
in that specific region. For instance, an increase in
hostile rhetoric by a nation in possession of ballistic
mssiles may require that assets be commtted to nonitor
specific regions to ensure that should a ballistic mssile
event occur, it would be detected with a sufficient anount
of time to react accordingly. This is in contrast to
certain nations that are known to possess large quantities
of ballistic mssiles, such as China or North Korea that
will, in all Iikelihood, require continuous surveillance.
The BMD system nust manage all surveillance assets to
ensure that the right assets are | ooking where they need to
be and that there are sufficient assets for required
cover age.

2. Det ecti on

Detection is critical to any BMD system the bottom
line is that if you do not see the threat mssile or know
that it is comng then you cannot defend against it. Once
a ballistic mssile event has occurred and it has been
detected by a sensor system the BMDS nust assess that what
is actually being detected is in fact a ballistic mssile
threat and if it is, whether or not there is already a
preexisting track or cueing nessage on that particular
contact in the network. If a contact is evaluated as a
threat ballistic mssile and a preexisting track does not
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exist, a new track nust be devel oped and a queui hg nessage
distributed as quickly as possible so that all other
participating IR and radar sensors can nmake their own
detection and start the tracking process of the mssile in
flight. In doing this, the target’s position can be
refined through track data conparison and fusion, which can
then be used to devel op a weapons solution to prosecute the

target. The nost probable scenario is that a space-based
infrared sensor wll be the first to detect a ballistic
m ssile launch and will dispatch a queuing nessage to other

sensors that are within the field of view of the mssile.
As other sensors detect and track the ballistic mssile
they will provide their parametric data on the contact to
devel op a conbi ned track through fusion and correl ation.

3. Tracki ng

Once a mssile has been detected, sensors nust apply
discrimnation processing to ensure that what 1is being
detected is a valid target and not an environnental
anonmal y, decoy, or counterneasures being conducted against
the BMDS. Once the target survives this process, tracking
algorithns are applied over a series of valid detections to
develop a local system track where all of the target’s
pertinent information such as speed, altitude, range,
radi al velocity, geodetic positioning data, and headi ng can
be derived utilizing information input from ot her systens.
This information nust then be stored for its own use and
shared with all other units participating in the BMDS

It is envisioned that the sensors will share the track
information to develop a conposite track nuch the sanme way
CEC does in an effort to produce a conprehensive SIAP. By
fusing the track data into a «conposite picture the

continuity of the track is preserved, which also provides
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the necessary paranetric data to ensure that an intercept
can be conducted by the nobst capable weapons platform at
the earliest possible opportunity even when that weapons
systemis outside the field of view of the mssile. Thus
the sensors nust develop and report tracks in an
asynchronous nmanner; this affects the correlation and
fusing of tracks. Track fusion and discrimnation
algorithns are currently being devel oped as part of Project
Her cul es, whose goal is to develop a conposite picture and
t ar get di scrim nation in a hi gh count er measur e
envi ronnent . 16

4. | dentification

The issue of developing the capability of being able
to positively identify a ballistic mssile based on its
performance and radar and IR signature has been on going
since the advent of the SDI in the 1980’ s. As a process
within any BMDS, because a ballistic mssile is by its
nature a passive object, it requires that enough
information be resident within a sensor detection signal
that information can be readily extrapolated and exploited
in an effort to identify the object, and that nultiple
sensor information can be correlated and fused to develop a

positive identification of the ballistic mssile.

This information would then need to be conpared to a
dat abase of known mssile characteristics in an effort to
positively identify the type of mssile. Addi tional ly,
this process would also need to incorporate the process of
di scrim nation bet ween a reentry vehi cl e and any
count erreasures deployed to confuse the BMDS particularly
in the mdcourse phase, which wll be discussed |ater.

This process can be tinme consumng and conputationally

16 MDA Exhibit R2 RDT&E Budget Item Justification (PE 0603889C),
Feb. 2003.
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intensive and may not yield a positive identification if
the signature was not extractable, the information was not
evaluated properly, or a target-signature nmatch was not
possi bl e due to inadequaci es of the database.

5. Tar get / Engage

In order for the BMDS to be effective it nmust be able
to place a weapon on a target. The BMDS nust assess what
weapons are available and are in an opportunistic position
to consummate an intercept and issue launch orders in a
tinmely enough fashion that the weapon has a possibility of
maki ng the intercept before the ballistic mssile exceeds
its capabilities. For instance, a SM3 nissile fired from
an AEG S cruiser at a ballistic mssile that is traveling
away from it nust have the speed necessary to catch it
before it exceeds the SM3 s nmaxinmum effective range;

ot herwi se, the SM 3 becones nerely a wasted asset.

The BMDS nust also provide target tracking that 1is
accurate enough that a weapons system can determne its
probability of destruction, which in turn will be needed by
the BMDS to determ ne which weapons system to enploy. The
BMDS nust also provide predictive tracking data and the
| ead necessary to place an interceptor kill vehicle at the
proper point in space to either hit the target for a
ballistic weapon or place an active homng hit-to-Kkil
(HTK) vehicle into a position where its own organic sensor
can take over and refine the intercept solution wuntil

collision.

Critical to weapons conservation is that only one
interceptor should be assigned at any one tine to a each
ballistic mssile. The BMDS nust assure that only one
weapon is assigned to engage a target, unless it is

determ ned that the assigned weapon cannot consunmmate the
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intercept or if a weapons system through system failure is
oper ati ng aut ononously.

6. Assess

The ability to assess the effectiveness of an
i ntercept conducted against a threat ballistic mssile is
critical for conservation of limted weapons and will drive
t he weapons enpl oynent doctrine. I deally, you would want
to enploy a “Shoot, Look, Shoot” doctrine in which an
interceptor is fired at the earliest opportunity, the hit
evaluated, and if unsuccessful another interceptor is
| aunched. If the tineline is conpressed or an immediate
assessnent cannot be nade, a nore liberal weapons
enpl oynent approach nust be used, such as “shoot, shoot,
| ook” where multiple weapons are fired at a target until an
accurate assessnent can be nade. The latter approach has
the potential to expend many weapons early on, nmaking it
difficult to defend against additional threat ballistic
m ssiles launched after the initial attack. However, this
may be necessary if the potential for use of WWD exist and
opportunities for intercept are |imted. Thr oughout the
assessnment process, all of the sensors nust attenpt to
track the target to provide feedback if the intercept was
successful or not and if unsuccessful to be well prepared

to continue prosecution of the threat.
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C. PHASES OF FLI GHT

A ballistic mssile has three distinct phase of
flight: the boost, mdcourse and term nal phases (Figure
2). Each one of these phases has certain advantages for
conducting an intercept while the mssile is 1in each
particular region and sone significant disadvantages that
will need to be minimzed if possible in order for the BVDS
to consummate an intercept. W wll need to |ook at each
phase to determne what ram fication each phase has on
timng considerations in devel oping a system of - syst ens.

1. Boost Phase

This region of flight is the nobst desirable for
conducting an intercept of a threat ballistic mssile. The
mssile is traveling at its slowest rate of speed during

the boost phase, the large IR signature caused by the
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launch plune is wusually easier to detect provided that

there is no obscurant such as weather, and nost
inmportantly, if a ballistic mssile is intercepted and
destroyed in this phase, in all likelihood the warhead and
debris will fall well short of the intended target and

hopefully on the territory of the nation that |aunched the
m ssil e.

However, this is also the nost difficult phase in
which to intercept a ballistic mssile and wll require
perhaps the greatest |evel of autonated decision making due
to the short duration of this phase. It is estimted that
the engagenent tinme for a weapons system during the boost
phase varies from one mnute for a short-range ballistic
mssile up to four mnutes for an ICBM which is our
primary focus of concern in this thesis. Wile the mssile
starts at zero speed and is nost vul nerable due to |ack of
speed for nmaneuverability, and is nore easily detectable
due to the size of the entire mssile and the heat
signature the booster pr oduces, It is continuously
accelerating until booster burnout and detachnent of the
reentry vehicle, making it harder to hit as tinme passes
(this phase is also referred to as the post-boost phase in
sone literature)l’”. This also makes the kill chain tineline
short due to the need of detecting and identifying the
t hr eat m ssile properly, t herefore necessitating a
relatively hi gh reliance on aut omati on of battl e
managemnment . Adding into the equation natural phenonenon
such as weather and the ability to launch a weapon wel
within one territorial boundary beyond the detection of

| ocal active sensors and reach of weapons systens, the

17 BMDO, Harnessing the Power of Technology, The Road to Ballistic
M ssil e Defense From 1987-2007, Sep. 2000, p 6.
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difficulty to conduct an intercept of a ballistic mssile
in the boost phase of flight becones even nore difficult.

2. M dcour se

The m dcourse phase of flight is defined as that
portion where the mssile has departed endoatnospheric and
travels in the exoatnospheric region. It is during this
phase of the mssile s flight which provides the greatest
opportunity to engage wth an interceptor based on the
length of tinme that the mssile is in this phase, generally
an ICBM remains in this phase of flight up to twenty
mnutes prior to entering the reentry or termnal phase
In addition to the extended period of time to conduct an
intercept, the mssile is also in a coast node with no
addi tional source of power and maintains a relatively
predi ctable path. Therefore the ability to |aunch nmultiple
interceptors from geographically dispersed |ocations, and
the ability to assess the outcome of those |aunches is
i ncreased. The increased tine available also allows for
the utilization of the | ook, shoot, |ook doctrine enhancing

the probability of destruction in this phase.

The down side to this phase of flight is that the
incomng mssile can deploy counterneasures that the BMDS
must be able to discrimnate against to avoid track
saturation and detect the actual reentry warhead. This has
been identified by MDA as perhaps the nost difficult
challenge to overcone in developing and inplenenting an
effective BMDS

3. Ter m nal

The term nal phase begins at the point at which the
reentry vehicle enters the endoatnospheric region. Thi s
phase is short: approximately thirty seconds, due to the
velocity of the reentry vehicle and the effects of gravity.

The advantages of this phase are that the reentry vehicle
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is still on a predictable path and discrimnation between
counternmeasures and actual warhead is nuch nore feasible
than in the other phases of flight. This is due to the
fact that if any counterneasures were depl oyed, they would
nore than likely weigh | ess than the warhead and woul d sl ow
down or possibly burn up on reentry, thus unmasking the
actual warhead increasing the probability of destruction of
t he actual target.

The maj or di sadvantages of trying to engage during the
term nal phase are that the tinme line is short: reaction
time is limted as is the nunber of interceptors that can
be deployed against the reentry vehicle. Add into this
equation the closure speed of any interceptor and the
velocity of the mssile, the decision of when to launch is
relatively nore time critical than the other phases. This
time line can be even shorter if the mssile is of the
short or nmedium range variety that does not enter the
exoat nospheric regine. Also, as happened in Desert Storm
even if a ballistic mssile is intercepted, the debris wll

likely fall on friendly territory.

D. BVMDS COMPONENTS

A maj or defensive system can be broken down in three
primary elements that perform the functions of the Kkill
chain throughout all the phases of the ballistic mssile s
flight; these are the sensors, weapons, and C2. Each of
t he conponents within the BMDS has uni que requirenments both
in the way it conducts systens operation and processing of
data, the frequency of the communication node and data
t hroughput, the overhead of encryption and decryption, and

the distance that it nust transmt and receive the data.
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1. Sensors

The BVMDS will need to consist of air-, space-, ground-
, and sea-based sensors to provide as conplete a |evel of
coverage as possible to detect, track, and report ballistic
m ssiles through all phases of flight (Figure 3). These
wi Il consist of passive optical, infrared, and ultraviol et
sensors, primarily in space, LADAR (laser detection and
ranging) on aircraft, and active radars on board aircraft,
shi ps, and ground-based |ocations.1® These sensors wll be
able to operate autononobusly or as envisioned as a system
of -systens | ayered and networ ked providing the nost current
and accurate track data available to all participating

units within the BMDS architecture.

Space-Based Sensors

Ground, Sea, and Airborme Sensors

Fi gure 3. BVMDS Sensor Di agram 19

Currently, the prinary space-based passive IR BMS
sensors are the older DSP satellites; they will start to be
replaced by the Space Based Infrared SystemH gh (SBIRS
Hi gh). SBIRS-Hi gh will consist of six satellites, four in

18 |pid. p 8.
19 |pid. p 8.
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geosynchronous orbit (GEO and two in highly elliptical
orbits (HEO), also known as Mlniya orbit, and their
sensors will cover short-wave infrared, expanded m d-wave
infrared and see-to-the-ground bands, allowng it to
performa broader set of m ssions as conpared to DSP.

SBI RS-Low, which is the critical conponent of SBIRS,
wil | consi st of t went y- f our Low Earth Obit (LEO
satellites providing a unique precision boost, mdcourse,
and reentry tracking capability, and providing decoy
discrimnation data that is critical for effective BMD.
The Low satellite’s sensors wll operate across |long and
short wave infrared, as well as the visible |light spectrum
The long wave infrared (LWR) spectrumis unique to the Low
system in that it wll allow cold-body tracking of a
mssile in the md-course phase of flight.20

The SBIRS concept provides a synergistic approach to
the detection of ballistic mssiles by distributing sensor
tasking which wll prevent overloading by a single
satellite and allow nultiple satellites to track targets
i nproving target data and providing continuous tracking of
a BM from | aunch through reentry. Both the SBIRS-H gh and
SBI RS-Low will have the ability to detect |aunches and wl|l
be able to handoff a target to another satellite as the
threat mssile leaves its field of view and can cue ground-
based radars while the threat mssile is still below the
radars’ hori zon.

In considering timng issues wth space-based IR
sensors, the detection is passive and in one direction,
that is energy is transmtted by the mssile and detected
by the IR sensor. Therefore, the tinme it is nerely a
function of the range of the ballistic mssile from the
satellite. This is summated with the total processing tine

20 http://ww. fas. org/ spp/ st arwars/ progran dot e99/ 99sbi rs. ht m
32



and the tinme to transmt the track to other sensors within
t he networ k.

As previously nmentioned, the active detection systens
within the sensor category will consist of ground-, air-,
and sea-based radars. Active sensors wll generally
require nore tinme overall to develop a track due to the
need for transmtting a signal out and receiving a reply,
that is, the range of the sensor to the target squared, in
addition to the processing and transmtting of a track.
However, this tinme is shortened when the target is in close
proximty to the sensor. In order to conduct surveillance
and target tracking of ballistic mssiles, radar sensors
require large anounts of power; that is why space-based
radar sensors are not currently envisioned for use.
However, for the purposes of sinulating a systemof-
systens, inclusion of such capability needs to occur to
val i date the concept of this approach.

The current plan for sea-based radar systens is to
provi de upgrades to the AEG S systenms on board ships to
bring them up to BMDS SPY-1D capabilities. In conjunction
wth the SM3 nissiles, AEAS systens wll be able to
provide mdcourse phase surveillance, tracki ng, and
intercept capabilities as part of the BMDS. However, the
sea-based BMDS, by its very nature, provides additional
time considerations that nust be addressed. This is due to

the fact that for mdcourse interception to occur,

particularly for all but possibly short-range ballistic
mssiles, the AEG S system will nore than |ikely be out of
a direct line-of-sight comunications path with other BMS

participating units. This inplies that any AE@ S ship nust
transmt and receive via RF satellite communications, in

ef fect doubling the comrunications distance, in addition to
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the time required for active detection and track
processi ng.

Ground- based radar (GBR) systens will consist of ol der
but Upgraded Early Warning Radars (UEWR) and new X-band
Radar (XBR) systens both of which will track and provide
initial planning for an intercept primarily in the
m dcourse and termnal phases of flight. The UEWR are
currently in operation and wll be wused primarily for
surveil l ance, detection and tracking of ballistic mssiles.

The XBR systens, in addition to conduct standard
active radar functions, wll also possess the capability to
provide primary fire-control information for ground-based
interceptors (GBl), provide discrimnation anong warheads
and counterneasures or decoys, providing this information
to the GBI, and kill assessnent of the targeted threat
ballistic mssile. Plans currently call for an XBR to be
outfitted on board a sea-based platform simlar in
appearance to a floating oil rig, to be stationed in Adak
Alaska with follow on systens to be field at other
| ocati ons.

The GBR systens currently in use and future systens
will need to be place in renote |ocations such as Al aska,
coastal areas, and in the northern Mdwest in order to
detect the shortest and nost |ikely avenue of approach of
ballistic mssiles targeted against the U S. These systens
will have considerably |onger radar detection ranges at
maxi mum di stance. The conmuni cations path, however, while
not shorter in distance for transmission, wll have high
bandw dt h data-transm ssion capability.

There currently are no air-based radar, infrared, or
LADAR capabilities that can track a ballistic mssile
consistently throughout all phases of flight, and wth

l[imted capability in the exoatnospheric reginme. There are
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devel opnental systens, such as radar wupgrades for both
AWACS and E-2C aircraft, and IR and LADAR packages for
surveillance aircraft as well as unmanned aerial vehicles
(UAV) that provide promse for detection and tracking
capabilities in the boost and term nal phases of flight.

2. Weapons

The key to any successful defensive system is the
ability to negate the threat either through deception or
destructi on. BMDS is no exception and there are nunerous
weapons progranms currently wunder developnent wth each
being designed to intercept a ballistic mssile in one or
nore phases of flight from geographically disparate

| ocations (Figure 4).

Space-Based Interceptors

oy
Post-Boost ~\
b

1
Boost
0z '

Ground, Sea, and Airborne Interceptors
Fi gure 4. BVDS | nterceptor Diagram 21

Critical to the effectiveness of each of these weapons
systens is that they nust be in a position to consummate an
i ntercept and deliver enough energy to destroy the threat.
The nore accurate the weapons are the |less energy that wll
be required to destroy it. The types of weapons that are

currently being pursued are HIK interceptor vehicles. Wth

21 BMDO, Harnessing the Power of Technology, The Road to Ballistic
M ssil e Defense From 1987-2007, Sep. 2000, p 9.
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t echnol ogi cal advances allow ng size and wei ght reductions
and renoving the explosive warhead (either conventional or
nuclear) of the interceptors has been translated into a
hi gher degree of accuracy, greater thrust, agility, and

| ower cost.?22

There are existing weapons systens that are currently
being nodified to support the BMDS concept. As nenti oned
earlier, the AEAS system with the SM3 HIK mssile
possessing a LWR seeker head wll provide sea-based
m dcourse-interception capability, which can also be
utilized in the boost and term nal phase if the ship is so
posi ti oned. The Patriot Advanced Capability-3 (PAC-23)
system will support greater termnal-phase interception
capability providing a |ayered defense in conjunction with
the Theater H gh Altitude Area Defense (THAAD) System
which in turn will address the short- and nediumrange

threat at high altitudes.

Under developnent is the Gound-Based |Interceptor
(GBl), which is a HIK vehicle designed to conduct
intercepts of ballistic mssiles from md-course to

term nal phases. Once the mssile is |launched, it receives

gui dance from the BMC3 until it can actively acquire the
threat mssile with its own sensor. Once the GBI starts
active tracking of the threat, it wll prosecute the target

on its owm with the ability to conduct discrimnmnation of

count er reasures and decoys.

In an effort to conduct intercepts in the boost phase
the Airborne Laser (ABL) is being devel oped. A chem ca
| aser placed on board a 747, its mssion is to conduct
boost -phase intercepts by directing a high-energy |aser

onto a vulnerable portion of a ballistic mssile causing

22 1 pid, p 9.
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i ntense heat and expl osion. Because the ABL is designed to
destroy ballistic mssiles in the boost phase, the aircraft
nmust be close enough to the launcher to enploy the |aser
within its effective range and nust have the nost up-to-
date and accurate information available in order to target
the laser beam on to a specific portion of the mssile
where the damage will be the greatest. This sane concept
is also being pursued for a simlar space-based system
al though current technol ogy has not advanced to the point
that can make this project realizable in the near future.

3. Command, Control, Battle Managenent , and
Conmmuni cati ons ( C2BMC)

Integral for any of the aforenenti oned weapons systens
to be effective is the ability to accurately predict a
ballistic mssile’'s path based on historical track data and
qgui ckly determ ne the nost capabl e and opportuni stic weapon
to enploy. The C2BMC nust be able to perform these
functions quickly, as well as integrate and coordinate with
ot her C2BMC nodes within the BMDS and provide direction,
orders, and controls to subordinate sensors and weapons,
regardl ess of the nunber of units under the C2BMC control
As a threat ballistic mssile transits from one sensors
field of view to another, the C2BMC nust ensure a tinely
and positive handover and cue other |ocal, bordering C2BMC
nodes and hi gher command el enments of the presence of threat
ballistic mssiles. In essence the C2BMC nust be the
arbitrator and resources manager for its designated area of
responsibility (AOR), performng the following tasks:
creating a defensive plan, optimzing overall defense,
utilizing all resources, controlling systenms according to
unified concepts, inproving overall defense structure

efficiency, and mnim zing overkill phenonenon. 23

23 Hai m Baruch, Battle Managenent, Al AA, 2000, p 207.
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V. BMDS REQUI REMENTS SPECI FI CATI ON

A. | NTRODUCTI ON
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Fi gure 5. Process of BMDS devel opnent 24

From the onset, we envision that the BMDS, as a
systemof -systens, will be designed with high cohesion with
low coupling because of both its requirenents for
distributed and real time prosecution of bal listic
m ssil es. 25 Additionally, as previously nentioned in

Chapter |1, the Presidents vision is to inplenent systens

24 pean Leffingwell, Don Wdrig, Managing Software Requirenents,
Addi son- Wesl ey, 2000, p 263.

25 caffall, D. S. and Mchael, J. B. “A new paradigm for requirenents
speci fication and anal ysis of systemof-systenms”. Wrsing, M, Bal sanp,
S., and Knapp, A., eds., Lecture Notes in Conputer Science: Proc
Mont erey Workshop 2002: Radical Innovations of Software and Systens
Engi neering in the Future, Berlin: Springer-Verlag, 2003.
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as they are developed over time which necessitates this
nmet hodol ogy to prevent the pitfalls of stove piping.

W have approached the problem of developing the
requi rements of such a systemof-systens by wutilizing
st andardi zed software engi neering processes, as depicted in
Figure 5, in an effort to determne both the high I|evel
requirements of the BMDS and to flush out the potential

timng constraints on the system

B. VI SION AND SOFTWARE REQUI REMENT SPECI FI CATI ON ( SRS)
DOCUNMENTS

The first stage in the continuing devel opnent of the
requi rements specification for the notional BMDS was to
create a vision docunent (Appendix B) based on the previous
wor k conpl et ed. 26 The purpose of this document is to
establish a starting point for the project that capture the
needs of the user, in this case MDA, the initial features
and high-level capabilities of the system sonme of the
hi gh-level requirenents, and definition of the problem and
solution at a high-level of abstraction. Uilizing a
vi sion docunent tenplate we were able to use the kill chain
process to determ ne foundation for the use case diagrans
and the high-level functionality of the BVDS that needed to
be realized. The vision docunent will need to be nodified
as tinme passes to reflect a nore refined vision of what the
system should be and continuously referred to throughout
the process of system devel opnent. This will ensure that
the requirenments of the system that have been identified in
the use cases can be traced back to the vision docunent,
providing an indication that the necessary features of the

system are bei ng addressed.

26 pale Scott Caffall, “Conceptual Framework Approach for System of -
Systens Software Devel opnents” (M S. Thesis, Naval Postgraduate School,
Mar. 2003).
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As the requirenents of the BMDS are identified and
docunented, they wll be refined into the Software
Requi renents Specification (SRS) package (Appendix C). The
fundanmental differences between the SRS and the vision
document is that the vision docunent is a broad-based
description of the users’ needs, goals, objectives, and
system features, whereas the SRS describes how these
features are to be inplenented and the external behaviors
of the system in order to develop a solution to the
sof tware devel opnent probl em The primary purpose of the
SRS is to serve as a reference standard for the devel opnent
team enconpassing t he functi onal and nonf uncti onal
requirenents and design constraints  of the system
controlling the project evolution through the input of the
design, inplenentation, and testing groups. As the vision
docunent evolves, the SRS nust reflect those changes and
serve as a traceability reference point for verification
and validation testing to ensure that the devel oped system
is neeting the established requirenents.
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C. DESCRI PTI ON OF BMDS ARCHI TECTURE?Z?
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Fi gure 6. Distributed C2BMC Architecture

A distributed systemis defined as:

..one in whi ch har dwar e or sof twar e
conmponent s | ocat ed at net wor ked conmput ers
comuni cate and coordinate their actions only by
passi ng nessages..Conputers that are connected by
a network my be spatially separated by any
di stance. They may be on separate continents, in
the sane building or in the sanme room.distributed

27 James Bret Mchael, Phillip Pace, Mn-Tak Shing, Mrali Tumala
and others, eds., Test and Evaluation of the Ballistic Mssile Defense
System FY 03 Progress Report, Naval Postgraduate School, Sept. 2003.
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systens has t he fol |l ow ng signi ficant
consequences: concurrency; no gl obal cl ock;
i ndependent failures. The notivation for
constructing and using distributed systens dens
froma desire to share resources. 28

The conplexity, size, and the need for concurrency of
a global BMDS necessitates that it be developed as a
di stributed system In order to achieve the end goal of
devel oping a distributed system of -systens we envision the
BMDS as depicted in the high-level distributed architecture

as shown in Figure 6.

The overarching BMDS will consist of a |oosely coupled
set of regional C2BMC systens; geographically separated
networ ks interconnected nmuch like the Internet. The intent
is to allow all participants to pull the information from
speci fic areas of responsibility (AOR) as desired, but also
to ensure that time-critical information can be pushed to
those geographically collocated wunits that need it to
effect destruction of a threat ballistic mssile or to
hand-off the information to non-geographically collocated
units as a mssile transits from one region to another.
Note that the various sensors and weapons nay be connected
to nore than one regional C2BMC system via proxy. The
advantage is that geographic location is a “don’'t care” in

t hat cont ext.

The real -tinme nature of the battle requires that all
sensor information be local to fight the battle. As the
mssile continues in its flight, the real-tine battle
managenent, together with sone of the sensors and weapons,
wi | | handover to another regional C2BMC system The use of

28 George Coulouris, Jean Dollinore, and Tim Kindberg, Distributed
Systens Concepts and Designs, Addi son-Wesl ey, New York, 2001, p 2.
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the Broker pattern wll ease the handover of the assets
fromone region to another.2°

By distributing the C2BMC in this manner, information
regarding any ballistic mssile threat is available and

accessible to all participants as desired, but wll not
overburden the network by having all the information
presented to all wunits all the tinme; this wll provide

increased availability of data; nore |ocalized control, and
i nproved response tinmes of the units to counter the threat.

Thus, wunits subscribe to the network with their addresses

being available in routing tables with know edge of the
geographic location of the unit so that only data and
information relevant to a particular unit (or region) is
forwarded to that wunit (or region). For exanple, fire-
control data from another theater or region nay not be
useful and hence will stay local, while threat information
from other theaters or regions nmay provide valuable
si tuati onal awareness and therefore it can be nade
available to other regions. Each regional BMZ2 system
consists of three major sub-systens: a Sensor Net, a
Weapons Net and a BMC2.

Sensor Net refers to a distributed system that
provides the sharing of track data anong Sensor Fusion
Processors, Wapons Net, Wapon Platfornms and the BMC2. It
supports a distributed track data-bidding process through
whi ch the Sensor Fusion Processors collaboratively perform
track correlation along with fusion to improve the quality
of the integrated air picture. It also allows the
broadcasting of cuei ng nessages anong Conpetent Authorities
and the Sensor Controlling Authority.

29 F. Buschmann, R Meunier, H. Rohnert, P. Somnerlad, and M Stal,
Pattern-Oriented Software Architecture: A System of Patterns. Wley &
Sons, New York, 1996.
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Weapons Net refers to a distributed system for target
bi ddi ng. It manages a list of targets waiting to be
engaged by the Ballistic Mssile Defense System and
coordi nates cooperative weapons assignnents (i.e., the
pairing of appropriate weapons with targets) based on the
bids (i.e., figure of nerits that are based on many factors
such as the defended area, predicted inpact point, threat
type, health and status of weapons, current engagenents)
submtted by individual weapons platforns, and policies,
rul es of engagenent and nanual overrides from the battle

manager .

BMC2 refers to the automation for supporting the BMZ2
functi ons. It provides the interface for battle managers
to create, nodify, or delete the prioritized target |ist,
set the initial weapons authorizations and other rules of
engagenent, and to nonitor the engagenent to its concl usion
given that it may have to reassign the track to another

weapon.

The regional BMC2 will be supported by three
i ntegrated sub-networks: a Sensor Net, a Wapons Net, and a
Command and Control (C2) Net enulating a geographical
intranet. The primary justification for the division al ong
functional lines is that the data, in its entirety, flow ng
across each network may not be relevant to the others. For
i nstance, the specific radar paranmetric data derived from
the Sensors is critical for use in the Wapons Net but is
not necessary for C2; only the particular mssile-track
information (e.g., a Link-16 track) is pertinent.
Conversely, intelligence information, such as electronic
intelligence (ELINT) or human intelligence (HUM NT)
regarding the possible nunbers, |ocation or novenent of
mssiles that is critical for C2 planning is generally not
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critical for the actual enploynent of a weapon systemor to
conduct sensor tracking. Therefore, the data that is
critical for each network wll be determned and nade
avai | able, but information that is not critical for the
functional area wll not be provided, thus preventing
excessive overload on that particular network that doesn’t
require the data.

At the Sensor and Wapons Net, the nessage format will
need to be binary and in a standardized format to reduce
overhead and tinme |atency, and ensure tinme-critical data is
made available to the participating units that need it.
The C2 network, by necessity, wll consist of nore than
just track data to include, United States Message Text
Format (USMIF) nessages, intelligence data, etc. Current
C2 systens incorporate mddl eware such as XML or CORBA in
order to integrate |egacy sensor and weapons systens to
keep the inplenmentation independent of the platform It is

our desire to nove away fromthis schene.

The BMC2 System will need to consist of various
communi cation nediuns in order to connect the various
participants operating wth heterogeneous conmunications
sui tes. Currently, MDA is considering fiber-optic cable
for the terrestrial elenents of the network and will allow
| arge throughput of data. However for the air-, sea-, and
space-based elenments the only possible neans for data
transm ssion is by RF energy. For space-based systens,
UHF, EHF, or SHF can be utilized and the obvious choice
would be the higher frequencies for greater dat a
t hr oughput . Ground-, and sea-based units can also utilize
these frequency ranges. However, due to the higher
frequencies requiring |arge antenna sizes, only the |arger
conbatants ships will be able to participate at the EHF/ SHF
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| evel . For air-based wunits, the only viable choice
currently for data transmission is in the UHF frequency
band. This is driven by the need for smaller antenna sizes
and only UHF has a high enough data throughput to be
ef fective. The bottom line is whatever platform the
servers reside on, they wll need to be capable of

transmtting and receiving data fromall sources.

As nentioned previously, each of the nets are divided

along functional lines and wll consist of the data
necessary to conduct their primry m ssion. The C2 Net
will be interfaced with the Sensor and Wapons Net to

provide C2 functionality for the direction and enploynment
of each of these systens. The sensors will be cued by
command inputs fromthe Sensor Net via the C2 Net and track
data will be received for distribution to higher and
adj acent command el enents interfaced within the C2 Net and
BMC2 system  Wapons systens assignnent shall be directed
for enploynent based on the tracking-data inputs fromthe
Sensor Net, weapons availability from the Wapons Net, and
the previously nentioned aspects of the weapons tasking
| ogi c. The C2 Net wll be interfaced wth higher and
adj acent commands in the BMC2 system for coordination and

i nformati on exchange, such as the hand-off of tracks.

The Weapons Net w Il enconpass all participating
weapons systens. A bidding process shall occur for the
enpl oynent of weapons on specifically designated targets
provi ded by the Sensor Net. The weapons bidding process
will be the basis of weapons assignnment, thus precluding
expending nmultiple weapons from di fferent weapons pl atforns
on one target. As envisioned, each weapons system wl|
eval uate the tracks provided by the Sensor Net, determ ne a
nuneri cal value based on the trajectory of the mssile and
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its evaluation of the probability of kill, and then place a
bid. After a predefined amount of tine, the bidding wll
be |ocked and a weapons assignnent (i.e., the pairing of
weapons and targets) wll be nade using a three-phase
commit protocol that is able to tolerate both site and
communi cations failure, while mnimzing the frequency of
bl ocki ng below that of two-phase commt. 30 Each weapon
system wll continue to evaluate the target in the
eventuality that the weapon nm sses or does not conpletely
destroy the target. |If the target is destroyed the process
is conplete, else the bidding process starts anew. The
battl e manager continuously oversees the whole process,

followi ng each track through the entire engagenent process.

The Sensor Net consists of netting all of the
avail abl e sensors for the detection of a ballistic mssile
in a regional BMC2 system Each sensor, as it develops a

track on a ballistic mssile, will transmt the track to a
Sensor Fusion Processor. The tracks that are devel oped and
transmtted by the sensors wll carry a tinmestanp along

with the target’s paranetric data so that the Sensor Fusion
Processor will able to utilize the nost current information
with which to update the track. At the Sensor Fusion
Processor, the data fromits |ocal sensor sources wll go
through an initial discrimnation schene. A track table
will need to be maintained on each contact. As each track
report arrives, it will need to be correlated based both on
an evaluation of the contact current positional status in
relation to tracks from other sensors, and a conparison of
its current position in relation to a calculated predictive

parametric behavior. This will ensure that the contact is

30 Pphilip Bernstein, Vassos Hadzil acos, and Nathan Goodman,
Concurrency Control and Recovery in Database Systems, Addi son-Wesl ey,
1987, p 240.
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valid and can be updated by the nobst current source, and
validate that it is the actual mssile and not a decoy,
debris, or perhaps another mssile in close proximty.

Once the mssile contact is validated, the Sensor Fusion

Processor wll develop a single track containing the
pertinent target data and a unique identifier. The fused
track will be pushed onto the Sensor Net for utilization by

all participating units. The pertinent paranetric data wll

also be pushed to the Wapons Net for weapons system
utilization and weapons bidding. The track data wll be
al so pushed to the C2 Net for situational awareness and
command and control decision-making.

D. USE CASES

A use case is defined as:

A description of a set of sequences of actions,

including variants that a system perfornms that
yi el ds an observable result of value to an actor...
when used in the context of system devel opnent
the Use Cases establish the desired behavior of
the system for verifying and validating the
system architecture. 31

The use cases, in other words, identify who, what and
how of system behavior through the interactions between a
user and that system32 Five use cases for the BMDS, each
corresponding to a different phase of the kill chain, have
been proposed.33 |In our thesis, we refine those use cases

to identify system requirenents, behaviors, and timng

31 Grady Booch, Jim Runbaugh, Ivar Jacobson, The UM. Reference
Manual , Addi son Wesl ey 1999, p 488.

32 Dean Leffingwell, Don Wdrig, Mnaging Software Requirenents,
Addi son- Wesl ey, 2000, p 235.

33 Dale Scott Caffall, “Conceptual Franmework Approach for System of -
Systens Software Devel opnents” (M S. Thesis, Naval Postgraduate School,
Mar. 2003).
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constraints (Figure 7). These use cases w |l becone part
of the SRS, and will need to be periodically refined. This
process will be conplete when there are sufficient enough
use cases that can describe all possible ways in which the
system can function. Wen this is achieved these Use Cases
will then serve as the foundation for further design,
i npl enentation, and testing of the system

Detect Comanand
Authority
=<exterd==
Sensor Genemte & Transrait Track
Met
BICD
Sensor

Fusion
Processor Assigm
Weapons

et

Jensors
Weapors

Fi gure 7. Hi gh- Level BMDS Use Case
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1. Use Case 1: Detect Potential Threat Ballistic
M ssil e.

Cont ext Di agram
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Fi gure 8. Use Case 1 Di agram
Cont ext of Use: The goal of this use case is to

detect possible threat ballistic mssile and push the track
data onto the Sensor Net.

Level : User goal

Primary Actors: Threat ballistic mssile, Sensor Net,
Sensor Fusion Processor, Sensors, Sensor Control ling
Aut hority, Conpetent Authority.

St akehol ders and Interests: Regi onal Commander s,
Hi gher Conmanders. 34

34 Hi gher Commanders is defined as all those conmanders senior to and
in the direct chain of command of the regional commander.
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Precondi ti ons: Sensor is in search node.

Success Guarantee: Sensor Fusion Processor devel ops a
single-track file for the potential threat ballistic
m ssil e.

Trigger: Adversary |launches threat ballistic mssile.

Mai n Success Scenari o:

Conmpet ent authority determ nes that a potential
ballistic mssile threat exists in a predeterm ned
geographic region, and issues cueing comand nessage to
Sensor Controlling Authority via the Sensor Net to position
sensors in such a way that will allow a potential threat
ballistic mssile event to be detected within the field of

vi ew of the sensors.

Sensor Controlling Authority receives cue from Sensor

Net and directs sensors towards potential threat.

I ndi vi dual sensor initiates Use Case 1.1 to develop a
| ocal track for the potential threat ballistic mssile and

transmt track files to the Sensor Fusion Processor

Sensor Fusion Processor receives one or nore tracks
and filters data fromits associated sensors, and devel ops

single-track file for the potential threat.

Ext ensi ons:

la: |If potential threat ballistic mssile is not
determned to exist in the area of interest then no cueing

message wi Il be issued.

2a: If Sensor Controlling Authority receives no cue,
the sensor wll <continue to conduct surveillance in its

current region.
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2b: If Sensor Controlling Authority receives cueing
message but is wunable to conply with the cueing nessage
from the Conpetent Authority, a Non-Conpliance Message
shall be forwarded to the Conpetent Authority and the
sensor will continue to conduct surveillance in its current

regi on.

3a: If none of the sensors generates a track file for
the potential threat ballistic mssile, then the process of

detecting a threat ballistic mssile fails.

4a: |f the sensor fusion processor received no track
file from sensors, then the process of detecting a threat
ballistic mssile fails.

Techni cal and Data Vari ations List: None
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2. Use Case 1.1: Generate and Transmt a Local
Track

Context of Use: The goal of this use case is to have
a sensor generate a local track based on valid detection

paraneters of the sensor
Level : Sub-use-case of Use Case 1

Primary Actors: Threat ballistic mssile, Sensors,

Sensor Net, Sensor Fusi on Processor

St akehol ders and Interests: Regi onal Commander s,

H gher Conmanders

Precondi ti ons: A potential threat ballistic mssile
event to be detected within the field of view of the

sensor.

Success Guar anteed: Sensor devel ops and transmts an
active potential threat ballistic mssile track to Sensor

Fusi on Processor

Trigger: A potential threat ballistic mssile event

has occurred within the field of view of the sensor.

Mai n Success Scenari o:

Sensor observes a potential threat ballistic mssile
event that nmeets or exceeds the sensor’s detection

threshold within its field of view and develops a hit.3>

Sensor generates cueing nessage, providing precise
| ocation as to where the event is taking place and

transmts it to Sensor Net.

35 “Develop a hit” is defined as a sensor signal that survives the
sensors environnmental and fal se detection processing.
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Sensor starts tracking to develop and refine the hits
into a singular, coherent track when the nunber of hits
exceeds the track threshol d.

Sensor transmits the track data to the appropriate
Sensor Fusion Processor.

Ext ensi ons:

la: If data is not sufficient to pass screening, then
the detection process fails. Nei ther track nor cueing
nmessage are generated. The sensor will continue to nonitor

t he envi ronnent.

2a: If precise location is not attainable, the sensor
will provide sufficient data to cue renpte sensors to a

general |ocale for surveillance.

3a: If the sensor has detected an event but the nunber
of detections does not exceed the track threshold, the
process fails. No track will be generated. The sensor wl|
continue to nonitor the environnent.

Techni cal and Data Variation List:

Track information shall include track-identification
value, tinme stanp, track quality, geo-reference, nissile
identification, bearing, altitude, direction of travel,
speed, and paranetric sensor-data information.
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3. Use Case 2: Cooperatively Track and Cassify
Threat Ballistic Mssiles

Cont ext Di agram
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Fi gure 9. Use Case 2 Di agram
Context of Use: The goal of this use case is to

identify and type-classify the threat ballistic mssile,
develop fire-quality tracks for engagenent solutions, and

forward target-track |ist to Weapons Net.

Primary Actors: Sensor Net, Sensor Fusion Processors,
Weapons Net, BMC2

St akehol ders and Interests: Regi onal  Conmander s,

H gher Conmanders

Precondi ti ons: Sensor Fusion Processors, Sensor Net,

and Weapons Net are all operational.
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Success Guarantee: BMC2 forwards target track list to
t he Weapons Net.

Tri gger: Sensor Fusion Processors are tracking

potential threat ballistic mssile(s).
Mai n Success Scenari o;

I ndi vi dual Sensor Fusion Processor uses intelligence
profiles of threat ballistic mssile(s) to type-classify

tracks.

I ndi vidual Sensor Fusion Processor provides type-

classified track data to Sensor Net.

I ndi vi dual Sensor Fusion Processor conpares the track
data in the Sensor Net against its own developed and
improved track data by fusing data obtained from other
Sensor Fusion Processors with its own and adding cross-
references to those tracks in the Sensor Net. The Sensor
Fusion Processor then forwards the inproved track data to
t he Sensor Net.

Situation Awareness Filters within the BMC2 nonitor
tracks in Sensor Net, and develop and forward cueing

nmessages to nei ghboring Sensor Nets.

The Target List Coordinator within the BMC2 devel ops
one master target list and forwards it to Wapons Net.

Ext ensi ons:

la: |If all Sensor Fusion Processors determ ne that

the track is not a threat, the process fails.

1b: If a Sensor Fusion Processor fails to type-
classify a track, it wll label it as “unknown.” The BMC2,
which nonitors those tracks resident in Sensor Net, wll

attenpt to re-classify the “unknown” track as “hostile,”

57



“friendly,” “neutral,” *“assuned friend,” or “assuned
hostile.”

3a: If a Sensor Fusion Processor fails to produce

improved track data then that data which is obtained from

ot her Sensor Fusion Processors, it wll stop sending its
own track data (which will not result in better quality
tracks) to the Sensor Net until such a tine that it can

produce better quality tracks than what exists on Sensor
Net .

3b: If the Sensor Fusion Processors fail to nmerge
tracks, then nultiple tracks for the sanme target wll
appear in the Sensor Net.

4a: |If Situation Awareness Filters fail to forward
cueing nessages to neighboring Sensor Nets, sensors in
nei ghboring regions will continue to conduct surveillance

in their current regions.

5a: If the BMC2 fails to develop a target |ist and

forward i nformati on to Weapons Net, process fails.

Techni cal and Data Vari ati ons Li st:

Sensor Fusi on Processors and BMC2s will have
el ectronic access to intelligence profiles of threat
ballistic mssile.

Fire-quality track information shall include position,
vel ocity, covariance, sigma, mssile type, inpact point
prediction (I1PP), launch point estimate (LPE), and re-entry
vehicle (RV) type.
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4. Use Case 3: Cooperative Wapons Assi gnnent
Cont ext Di agram

Weapons
Platforms

target List
track data
Weapons target bids
Platforms t.arg'et. hids
& - !
target List
Weapons Het
track data r
proposed approved
_____ Weapo ns weapons
s it PN assigmment assignment
s - - ~
7 Y
’, LY
/ b

} Sensor Het ]

1 {Fused Local and Remote ll

\ Track Information) — ™ BMC2

A £
0 P track data
. A -
LS
. EI . e - -
Fi gure 10. Use Case 3 Di agram
Cont ext of Use: The goal of this use case is to

assign targets to weapons via cooperative target bidding.

Primary Actors: Sensor Net, Wapons Net, Wapons
Platform BMC2

St akehol ders and Interests: Regi onal  Conmander s,

H gher Conmanders
Precondi tions: Wapons Net is functional.
Success Guarantee: \Wapon assignnents are made.

Trigger: \Wapons Net received a target list fromthe
BMC2.
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Mai n Success Scenari o:

Weapons Net creates “target bidding request” for each
target on the target list and broadcasts the information to

all Weapons Platfornms in the region.

| ndi vi dual Weapons Platform exanines the “target
bi ddi ng request” data and the attached track data, matches
its capabilities against the targets, fornulates target
bids and forwards themto the Wapons Net.

Weapons Net cl oses the bidding process for each target
when each target’s bidding tine expires. Thr oughout the
process this data is forwarded to the BMC2, which uses a
target-bidding algorithm to create a weapons assignnent.
The BMC2 creates a weapon assignnent nmessage and replies to
t he Weapons Net.

The Weapons Net broadcasts the weapons assignnent to

all Weapons Platforns in the region.

Ext ensi ons:

la: |If Wapons Net fails to create target-bidding-
request information, then the process fails.

3a: If a target does not receive a W nning-weapon
bi d, Weapons Net will notify BMC2.

4a: |If Weapons Net does not recei ve any
acknow edgnment (positive or negative) fromthe BMC2 after a
predefined approval-tinme wndow, the Wapons Net wll

assunme that the weapon assignnent is approved by default.

Techni cal and Data Vari ati ons List:

Tar get- bi ddi ng-request information wll include the
target-track i dentification, ext rapol at ed track
information, time w ndow for bidding, and any restrictions
on the type of weapons used agai nst the target.
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A target bid will include the weapon identification,
the intended target-track identification, proposed tine to

comence engagenent, estimated tinme to intercept the
target, and probability of kill success.

Weapons assignment information will include weapon and
intended target identifications, estinmated probability of
kill, and earliest and latest tinme to tine to comrence
engagenent .
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5. Use Case 4: Engage Targets
Cont ext Di agram
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Fi gure 11. Use Case 4 Di agram
Cont ext of Use: The goal of this use case is to

engage threat ballistic mssile.

Primary Actors: Sensor Net, Wapon Platform Wapons,

| nterceptors

St akehol ders and Interests: Regi onal  Conmander s,

H gher Conmanders

Precondi ti ons: Weapon Platforns and Wapons are
functional .

Success Cuar ant ee: Weapon successfully intercepts
target.
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Trigger: Wapon is assigned to engage a target.
Mai n Success Scenari o:

Weapon Pl atform contacts Sensor Net and receives track

information to develop a firing solution for its weapon.

Weapon Platform continues to update its firing

solution using the track information from Sensor Net.

Weapon activates its interceptor within the interva
defined by the earliest and the latest tine to commence

engagenent .
I nterceptor engages threat ballistic mssile.

Ext ensi ons:

la: |If the assigned Wapon Platformfails to generate
a firing solution, the Wapon Platform notifies Wapons Net

and the target is re-bid.

3a: |If the Wapon Platform receives an order fromthe
BMC2 to cancel the weapon engagenent before the weapon
activates its interceptor, it wll stand down the weapon
and send a conpliance acknow edgnent to the BMC2. The BMC2
advi ses Weapons Net of the change of m ssion.

3b: If the Weapon Platform receives an order fromthe
BMC2 to cancel the weapon engagenent after the weapon is
outside of the control of the Wapon Platform it will send
negati ve acknow edgnment to the BMC2.

4a: If the interceptors fail to engage the threat

ballistic mssile, the process fails.

Technical and Data Vari ations List: none
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6. Use Case 5: Assess Kil
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Figure 12. Use Case 5 Diagram
Cont ext of Use: The goal of this use case is to
determne the kill status of the threat ballistic mssile.

Primary Actors: Sensor Net, Sensor Fusion Processors,

Sensors, BMC2, threat ballistic mssile

St akehol ders and Interests: Regi onal  Conmander s,

H gher Conmanders

Precondi ti ons: Sensors, Sensor Fusion Processor and

Sensor Net are all functional.

Success QGuar ant ee: BMC2 determ nes that t hr eat

ballistic mssile is destroyed and reports kill.
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Trigger: Wapon engaged target.
Mai n Success Scenari o:

Sensor Fusion Processors continue to identify and
type-classify the threat ballistic mssile events as shown
in use case no. 2. It applies feature recognition
processes, discrimnates objects in debris clouds, and
conpares tracked objects to intelligence profiles.

BMC2's Kill Assessnent Unit nonitors and conpares
tracking data from Sensor Net for evidence of destroyed

targets, and issues inmediate probability of kill.

BMC2 determines that threat ballistic mssile is
negated and issues kill-assessnent report.

Ext ensi ons:

la: No Sensor Fusion Processor can discrimnate
objects. Organic weapon sensor searches debris cloud and
di scrim nates objects and updates Sensor Net. If organic
weapon sensors are unable to provide an update, the process
fails.

2a: BMC2, based on data supplied by the Sensor Net,
cannot determne with high enough probability that threat
ballistic mssile is negated. Sensor Net continues to carry
track as active threat.

Techni cal and Data Variations List: none
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E. CLASS DI AGRAM

Now we turn to refining the use cases into high-1evel
abstract Class Diagram (Figure 13). The new cl asses Sensor
Fusi on Processor, Sensor Net, and Wapons Net are realized
and the necessary nessages and data are identified and
i ncl uded. The basic class franmework and data-only
interface strategy is retained to reduce coupling between
conponents and realize the properties as defined in

previ ous worKk. 36

F.  SYSTEM SEQUENCE DI AGRAMS ( SSD)

In order to further identify and refine the
requi renents, behavior, and timng constraints of the
system based on the developed use cases and BMS
architecture we wll utilize System Sequence Diagrans
(SSD) . The purpose of a SSD is to show the dynamc
interaction of objects wthin a system by graphically
depicting the tinme ordering of nessage passing anong the
obj ect s. For each of the use cases described earlier, an

equivalent SSD is given and are described in detail in
Appendi x D.
36 pale Scott Caffall, “Conceptual Franmework Approach for System of -

Systens Software Devel opnents” (M S. Thesis, Naval Postgraduate School,
March 2003), p 37.
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V. BMDS MODEL

A. | NTRODUCTI ON

Good Work, But I
Think We Might

Need Just A Little
More Detail Here

Threat
Missile

Then a

= Miracle

Fi gure 14. The Mracle

In deciding how to best transform from the abstract
requirements to the concrete specification, we evaluated
several technologies. The Unified Mdeling Language (UM.),
whil e providing an adequate platform for this subject, was
found to be inadequate for conplex systens with real -tine
constraints. The Prototype System Description Language
(PSDL), while a strong candidate for its ability to handle
the real-time aspect of the project, we found to be not
suitable for this particular task, as it is too fine
grained and is only capable of nodeling static systens (our
nodel s have dynamic nodules). Therefore, in our search for

a rough-order nodeling |anguage, we selected UM.-RT, the
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real -time extension for UM. as specified in Selic and
Runbaugh “Using UM. for Mdeling Conplex Real Tine

Syst ens. " 37

In using UML-RT to nodel the specifics of the system
we followed a hierarchy plus input output process (H PO?38
appr oach. We nodeled all nine major conponents from the
use cases (Sensor, Sensor Controlling Authority, Conpetent
Aut hority, Sensor Fusion Processor, Sensor Net, Wapon
Platform BMC2, Wapon, and Wapon Net). As our thesis
focuses on the sensor portion of the Sensor-to-Shooter
equation, only the Sensor Fusion Processor and Sensor Net
are deconposed down to two |levels of detail. Their nodels
include Interface Capsules on the first | evel of
deconposition, which shows the point at which they
interface with peer assenblages. The second |evel of
deconposition for these two conponents has Comuni cations
Capsul es for conmunicating between capsules as opposed to
conponents. This hel ps further deconpose the conplexity of
each conponent. As the sensor portion of the use cases was
our focus, the other six assenblages are not deconposed
further and have inplicit Interface Capsules, which are not

explicitly shown on their first |evel of deconposition.

All of these npdels are included in this thesis in
Appendi x E. Please refer to Appendix E for a conplete

treat ment of each nodel.

UML-RT is hierarchical and, as such, is excellent for
deconposi ng conplex systens into |ess conplex pieces. | f
one exam nes Figure 6, an entity called SFP (Sensor Fusion

Processor) can be found.

37 Bran Selic and Jim Rumbaugh, Using UM. for WMbdeling Conpl ex Real
Time Systens, Apr. 1998.

38 | BM Corporation, HI PO A design Aid and Docunentation Techni que,
1974.
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Fi gure 6.

Through use case analysis, we determne this entity to
be necessary, and we determne which functions it should
execut e. The nodel can then be broken down into
subcapsules, five of them in this case. Each of these
subcapsules then is responsible for a piece of that
functionality. As one deconposes, each subcapsule is
treated as a black box, with input and output. Once each
subcapsule is deconposed, however, the opaque bl ackbox
becomes a transparent whitebox, where the processes are
ei ther described by state machines or subcapsul es that can

be further deconposed.
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Figure 26

Each of those five sub-capsules is then

further
deconposed into multiple sub-capsules in the following five
figures.
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Fi gures 27 through 31.

Each sub-capsul e al so contains sub-capsul es,
be further

whi ch can
deconposed if desired eventually down to a state
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machine. This is the process we used to deconpose a highly
conplex systeminto a noderately conplex system and which
could be used to deconpose it further into a sinpler

syst em

One nore point on vocabulary; the sensor portion of
the entire Sensor-to-Shooter equation is strictly concerned
with tracks. Anything which the sensors are tracking is a
track. The Sensor Net maintains a master track list for
all affiliated Sensor Fusion Processors, Wapon Pl atforns,
and the BMC2 to reference. Tracks only becone targets once
the BMC2 designates them as targets by putting them on the
master target |ist.

This H PO deconposition has proven to be very useful

in determ ning where the major functions should be, as well

as for describing the highest-I|evel algorithms (or
processes) of the system By breaking the system into
capsules (snmaller, less conplex units) and sub capsules,

with a few state nachi nes, one begins to see where the nost
time-critical pieces of the system are and how they can be
accomodat ed. Finally, by following this process, one
begins to see how an inherently conplex system can be
broken down into nore understandabl e pieces.

B. CONTEXT

The context of the UML-RT nodel is based directly on
the BMDS architecture (Figure 6) and is annotated as a sub-
graphic on each functional depiction showmm with the dotted
line on a box. As deconposition occurs the graphics wll

di splay the higher level that invokes it.
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C. ASSESSMENT
We |l earned several things about the system by doing

this deconposition.

ePassing firing solution quality data to a weapon
platform that has won a target bid is the highest priority
t ask. Therefore, it has been streamined to ensure the

fastest, best response possible.

W realize that it would be difficult for us to put
real -time requirenents on every aspect of the system As
such, we nodeled the passing of firing-solution-quality
data to a weapon platformin a small nunber of capsules to
help lower the conplexity and, therefore, increase the
capability of the system to be specified using hard-tine

requiremnents.

*Cueing for potential targets is the second highest

priority task. Therefore it is also streanlined.

*In deciding how to handle cues, it becane obvious
t hat, since potentially tens of platforns could be
si mul taneously sending cueing nessages, al | of them

directly to the Sensor Net, we had to add into the nodel a

sinmple XOR-style correlation capability.

eIt was our opinion that the mnmaster track |ist
mai ntained by the Sensor Net should be the source to

devel op the ‘common operating picture’ used by all Sensor

Fusi on Processors. Therefore, we nodeled it as being
pushed out to all SFPs, wth each SFP mintaining a
materialized view (i.e., maintaining a local copy and

tenporarily maintaining local differences from the nmaster
track list). These |ocal changes start out as pending

updates submitted to the Sensor Net for incorporation, or
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if rejected, then they becone |ocal data. One exanpl e of
| ocal data is, if the SFP has a lesser quality track than

that which is already on the master track list, it would
hold its track until it beat the one listed on the master
target list or until the track either disappeared or was

determned to be a different track from any listed on the
master track |ist.

At the time of conpletion of this thesis, there is
still quite a debate out there on what constitutes ‘sensor
fusion’. Therefore, for the sake of consistency in this
chapt er and Appendi x E, we provide the follow ng
definitions:

eTrack Correlation: Conparing two tracks to deternine
if they are the same actual object or two different
objects, resulting in one track being forwarded and the

ot her bei ng dropped.

eTrack Discrimnation: Filtering out objects that are
not relevant (debris, chaff, decoys) in order to reduce the

| oad on the system network.

eTrack Fusing: The act of taking a track and filling
in any gaps in coverage by using a different track taken
froma different sensor/perspective, or of taking a track
taken from a different type of sensor and using it to
enhance the base track, making the ellipse of certainty
(the area where we think the mssile is) smaller and nore

preci se.

*Track Abstraction: The act of sanpling a real -tine
track, nmaking it less accurate but lighter in data |oad and
therefore easier to pass, to give larger granularity
situational awareness to peer Sensor Nets. This is usefu

bet ween Sensor Nets to broaden situational awareness beyond
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one’s own | ocal area. It is also the nethod used to pass
cues to Sensor Controlling Authorities.
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VI. BMDS OWNET ++ SENSOR FUSI ON PROCESSOR ( SFP)
SI MULATI ON
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Fi gure 15. OWNet ++ BVMDS SFP Si mul ati on.

In deciding on a sinulation tool for nodeling the
Sensor Fusion Processor, we evaluated tw well-known
general -purpose simulation systens; MATLAB and OWNeT++. W
found that MATLAB is too fine grained of a sinulator than
is needed at this stage of developnent, and that OWNeT++
better fits our requirements for a coarse-grain |evel of
nodeling fidelity. W devel oped a sinulation based on the
device which is least understood in the entire system --
the Sensor Fusion Processor (Figure 15) -- in order to
further our understanding of how it would function within

the context of the Ballistic Mssile Defense System

The design for the simulation flowed naturally from
the UML-RT nodel, which is included in the appendices of
this thesis. W found a one-to-one correspondence between
our nodel and the OWeT++ sub-nodul es, gat es, and

par anet ers.
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The follow ng are significant assunptions that we nade

whi | e devel opi ng our sinul ati on nodel s of the BMDS:

Qur

fol |l ow ng:

Modules within the SFP are collocated (included
paranmeter is Gg-E transm ssion speed between

nodul es) .

Message sizes are based on estimates of what data

woul d be required from each device.

There are many proposed algorithns proposed for

sensor fusion. The inputs, outputs, and tine
del ays represent ed in our si mul ati on are
representative of those al gorithns. These

paraneters can also be easily replaced with nore

speci fic paraneters as needed.

Di scrimnation occurs at the individual sensor
and is not explicitely part of the sinulation, as
the SFP is not designed to screen out debris,

decoys, etc.

i nput paraneter values are derived from the

Nunber of Ground-Based Radar Sensors: Typical of

a standard t heater defense.

Nunber of Satellite-Based IR Sensors: Typical of
the nunber of satellites involved in a standard
t heat er def ense.

Nunber of act ual obj ect s bei ng tracked:

Arbitrary, but based on typical world scenarios.
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Data Rate (bps) between SFP and Sensor Net:
Default rate is based on CPT Joel Babbitt’s 3.5
years of strategi c conmuni cati ons experi ence.

Data Rate (bps) between Capsules: Based on
G gabit Ethernet.

Size (bits) of Fused Track: W based it on one of
two assunptions, being that fusion only repl aces
pieces of a track rather than adding to it, or

that a track increases in size when fused.

Data Rate (bps) between Radar Sensor and the SFP:

Based on current telecomruni cati ons standards.

Size (bits) of an Unfused Radar Track: Based on

existing mlitary systens.

Del ay (sec) between Radar Tracks sent to the SFP

Based on existing systens.

Data Rate (bps) between IR Sensor and the SFP:
Based on distance from the earth, downl i nk

frequency, and speed of |ight.

Del ay (sec) between IR tracks being sent to the
SFP: Based on rough order paraneters of current

syst ens.

Size (bits) of an unfused IR track: Based on

exi sting systens.

Del ay (sec) between Master Track List broadcasts:
Based on how often it would have to be done in
or der to ensure target accuracy and aid

col | aborati ve fusion.

Nunber of collaborative fusion requests from CFC

Arbitrary, but nust be equal to or less than the
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nunmber of actual objects being tracked, as you
cannot fuse nore tracks than you actually have.

Time (sec) each Mdule takes to handle a track:
Based on an estimate from a Professor Wn Su
assumng level 3 Internet Protocol routing for
each discreet nmessage in the sinmulation and top

of the Iine 2003 hardware and routing software.

Time (sec) to check a track against the List:
Based on an estimate from Professor Wn Su
assum ng associative nenory, data stores (as
opposed to data bases), and the top of the line

2003 hardware and nenory managenent software.

Time (sec) required to perform a Fusing Action:
Arbitrarily set, as this function is still not
wel | defined by MDA

The paraneters all have ranges and i nterdependencies
di scussed in the analysis of the results of the sinulation
done in Chapter VII of this thesis and nore fully analyzed
in Appendix G  The data types for each paraneter were set
in the body of the simulation code. Al paraneters, which
take seconds, are doubles (thereby allowing mlliseconds,
m croseconds, etc.). Al'l paranmeters, which take bits or
bits per second, are integers (as there is no such thing as
a ‘partial’ bit).

As a caveat, we have not fully validated this nodel
over the entire range of possible realistic values. The
user should establish the validity of the outputs generated
by exercising the nodel over the range of values of

i nt erest.

Knowi ng that there are nany who may cone after us, we

designed this simulation to be extensible. Par anet er s,
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processes and algorithns are commented and explained in the
body of the code (See Appendix F).
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VI'1. DI SCUSI ON OF RESULTS

The nost significant timng constraint placed on the
BVMDS is the need to destroy a threat ballistic mssile
before it exceeds the weapons-system capabilities for a
successful intercept. This assessnent nust be applied
t hrough each phase of flight of the threat ballistic
m ssile for each type of weapon that it has the potentia
to engage. For instance, the duration of the boost phase
is between one to four mnutes depending on the type of
m ssil e. In this case, we say that the threat mssile is
an ICBM that will accelerate to Mach 9 (though not wunti
exoat nospheric) and wll be in the boost phase for the
entire four mnutes and that the interceptor, which wll
accelerate to Mach 4 (at a nuch faster rate then the |1 CBM
can conduct the intercept within this phase but not beyond
into the exoatnospheric region. This neans that the entire
kill chain of wevents l|eading to destruction, and the
messagi ng between the BMDS objects as depicted in the SSD
must occur within this tinmeframe or else the intercept wll
not be physically realizable.

Wor ki ng the problem from the projected point and tine
of expected intercept, the HIK mssile nust be “off the
rail” with a sufficient amount of time to track and hit the
target. Therefore, the tinme of flight necessary for the
interceptor mnust be subtracted from the total time
avai | abl e. If the interceptor requires (at maxinmmrange)
one mnute to intercept the ICBM then the | atest possible
time that the interceptor can be launched is at three
mnutes from the tinme of the |1CBM | aunch. If there is
weat her precl udi ng observation by space-based IR sensors or

physi cal obstructions to GBR s such as nountai nous terrain,
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the tinme for initial detection is increased and overall
reaction time 1is decreased. In the case of weather
obscuration, detection could be delayed for up to one
mnute until the threat mssile penetrates and is above the
cloud layer for IR sensor detection; this would require the
BMDS to conduct all of the required tasks within two rather
than three m nutes. Therefore, the BMDS nust be able to
detect, track, assign, and engage the ICBM and perform al
t he necessary comruni cations within that sane tinmefrane.

Looking at the kill chain frominitial detection, the
tinme it takes a sensor to receive enough hits to develop a
track and forward that track out to a SFP will vary based
on the distance of the target from the sensor, the update
rate and nunber of hits required to develop a track for
each specific sensor. The time necessary to transmt a
signal and receive a contact hit froma target is twce the
di stance divided by the speed of light. The general
function for developing a solid track is based on applying
a fast Fourier transform (FFT) algorithm the cal cul ations
of which are on the order of n log n, where n is the nunber
of sanpled values in a particular range bin.3°

Once a track is developed it nust be conpared agai nst
a database of tracks local to the sensor to either update
an existing track or develop a new track. Tracking the
target and applying gates have a tinme conplexity on the
order of nmlog nm where n is the nunber of established
trajectories and m is the nunmber of measured values of
targets that n can be nmapped to.49 All of the cal cul ations

can be conducted in a tinely manner and are wthin the

39 Jane Liu, Real Tine Systens, Prentice Hall, Upper Saddle River,
N.J., 2000, p. 16.

40 | pid, p. 19.
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real m of high-speed processors and are further enhanced by
el ectronically steered phased-array radars.

Once the track has been nodified it nust then be
transmtted to a SFP for further processing. Qur
simul ati on nodel incorporates an update rate of 0.5 seconds
for an active sensor. This nunber was sel ected based on
the fact that we have abstracted out the specific type of
sensor. Passi ve sensors are typically updated at a | ower
rate based on the need to observe the target |onger
requiring nore hits to develop a track as opposed to active
sensors. This is the case with space-based IR satellites,
because both the detection distances are greater and there
is a requirenent to sanple nore hits in order to refine a
passive track; our sinulation nodel uses a delay of two
seconds to nodel the initial track devel opnment and
transm ssion

D stance, wth regards to communication, wll also
come into play as a significant factor affecting timng.
Satellites in geosynchronous orbit require a m nimum of one
thirteenth of a second for a transmtted signal to travel
between the satellite and the earth receiving station; this
is just a rough estinmate based on the distance divided by
the speed of light and does not take into consideration the
duration of the transm ssion nor the anount of information
to be carried on the frequency. Terrestrial units, while
having greater bandw dt h, must also traverse |ong
di stances, in sone cases up to half the circunference of
the Earth. Sea-based units potentially will experience the
greatest tinme delay with communications. In contrast to
I i ne-of -sight communi cati ons, Naval surface conbatants rely
on satellite-based conmuni cat i on; such conmuni cati on
requires nultiple paths and transm ssions to participate in

t he BMDS.
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After a track is developed locally, it is sent to a
SFP to be further processed by fusing nultiple sensor
tracks into a single track for distribution to other units.
These tracks will be arriving at an asymmetric rate based
on the update and transm ssion of each of the different
sensors. Discrimnation, filter, and fusing algorithns
processed by the SFP are applied to all received tracks.
The timng requirenments inposed by these al gorithns cannot
be assessed as the algorithns are to be devel oped.

The sunmation of all the delays in transmtting and
receiving data nust be incorporated within the sinulation
to provide a realistic representation of timng within the
system

When | ooking at the BVMDS and the nessaging that nust
occur, as depicted in the SSDs, there are multiple
i nstances where potential bottlenecks could occur.

The potential is first identified at the SFP wth
numer ous sensors providing track data at asymetric rates.
The SFP nust discrimnate, filter, and fuse the current
track data into a single track and forward that track out
to the Sensor Net. The SFP nust also conpare that track
with a track database to determne if it is to be used to
update an existing track or develop a new track.
Additionally, developing a rough track classification
requires a table |ook up, data conparison, and association
based on known paranetric data.

The  Sensor Net , once it receives the tracks,
distributes themto participating BMC2 el enents, which nust
t hen eval uat e and determne which tracks war r ant
classification as threat ballistic mssiles, developing a
master target list to prioritize those targets based on
| npact Predicted Points (IPP), priority defended areas,

Rul es of Engagenent (RCE), etc., and forwarding that |ist
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to weapons-capable platforns to evaluate their capability
agai nst the threat. This process consunes tinme that nust
be accounted for within the total available tine to conduct
a successful intercept.

A paranetric (i.e., sensitivity) analysis involving
nunerous sinulation runs was conducted to determ ne what
were the nost significant timng constraints on the system
and at what point they becanme critical, which are annotated
in Appendix G with both data tables and |ine graphs. A
nmet hodi cal approach was utilized in the process of
obtaining data where one input value was varied and the
others remained constant to see how that one variable
i npacted the system For data input values, we utilized
comrercial data-transm ssion rates and approxinmate system
cl ock-speed values for internal timng. In doing so we
abstracted the data points and precluded any inplication of
existing or devel opnental systenms, while still obtaining
valid research dat a.

The nost significant timng issue that was obtained
through nmultiple iterations of the sinmulation was that as
the track load increased, whether it was from |arge nunbers
of tracks being reported, noderate nunbers of tracks being
reported by large nunbers of sensors, or when the sensors
increased their update rates, the Track List Capsule would
beconme saturated, thus increasing the tine to transmt
track data. This is evidenced by correspondi ng increases
of both the TLC percent wutilization and average tinme to
broadcast tracks on the Sensor Net with an increase in the
nunber of tracks reported or sensors updating.

W observed that track nessage size and data
t hroughput rates had little inpact on the tinme to transmt
track data. Additionally, as the nunber of track

col | aboration requests increased, the nunmber of norma
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tracks dropped to zero and collaboratively fused tracks
i ncreased, but there was no real inpact to the overall
average track-process tine. As to be expected, increases
in nodul e-processing tine, track-list-conparison tines, and
track-fusion tinmes all had corresponding increases to the
average track processing and throughput val ues.

Having now finished one full pass through the Use
Case- Mbdel -Si mul ation cycle, we found that the Use Cases
feed directly into the UM.-RT nodels, which in turn flow
directly into the OWNeT++ sinul ation. In addition, issues
that arise in building, runni ng, and analyzing the
sinmulation and sinulation outputs provide direct feedback
on the validity of the nodel, which in turn provides direct
feedback to the validity of the use cases thensel ves.

Following this feedback |oop ourselves, we found it
necessary to redesign the SFP's Track List Capsule in order
to handl e heavier work loads, in this case nore traffic, as
shown in Figure 16. Based on the results of the sinmulation
with the redesigned Track List Capsule included, we
conclude that the redesign is not sufficient, and that a
redesign of the SFP as a whole, which would probably place
a slave TLC off of the master TLC local to each of the
fusing capsules, would be required to reduce the |oad on
the Track List Capsule and prevent the system from

bot t | enecki ng there.
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Sensor Fusion Processor 2 Track List Capsule SIMULATION
REDESIGN

Figure 16. SFP Track List Capsul e Redesign

As a redefinition of this capsule’ s sub-capsules, we
specified the changes |isted bel ow
Track Registry Capsules (A and B): Miintains the
SFP’s master list of all perceived valid tracks as
wel | as any additional tracks received fromthe Sensor
Net, including any commands added to received tracks
or commands pertaining to the |locally naintained
tracks. Only Track Registry Capsule is active at a
time. The other is in a sem-active state, in which
it is receiving all updates fromthe Track Correl ation
Capsul e, but it is not being used by the Track
Correlation Capsule to serve TFC/ CFC correl ation
requests. However, when it receives a newer copy of

the master track list fromthe Track List Receiving
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Capsul e than that which is held by its active
counterpart, it goes active and directs the other

active capsule to go into sem -active node.

Track List Receiving Capsul e: Receives the Track Li st
sent out periodically fromthe (higher |evel) Sensor
Net. It sends the Track List to the sem-active Track
Regi stry Capsule first, then, after the active becones
sem-active, it forwards the list to the newy sem -

active capsul e.

90



VITI. CONCLUSI ON

A SUMVARY.

In a field of study that is not well defined such as
ballistic mssile defense and which consists of systens of
systens, one nust discover and devel op nethodol ogies for
refining requirenents and ensuring a project’s purpose is
successfully acconplished. The Use Case-Model-Sinulation
feedback cycle that we used is a systematic engineering
nmet hodol ogy for developing such highly conplex systens of

syst ens.

Through the use of this methodol ogy, we were able to
establish a feedback cycle. Using this cycle, we were able
to find weak points in the Sensor Fusion Processor, which
we then redesigned and validated through sinmulation. This
type of feedback or refinenent loop is key to ensuring
success in distributed software developnent in a Software
Engi neeri ng Environment (SEE)

B. RECOMVENDATI ONS.

There are several areas of future study, sonme of which
are listed here:

Val idation of the nodel, to include running test
cases for likely scenarios.
Expandi ng or enlarging the nodel by representing
the rest of the Ballistic Mssile Defense System
I ncl usi on of specific al gorithns and
specification of interfaces for future inclusion
of al gorithns.
Integrating this nethodology with a SEE tool such
as Rational UDX
Docunent i ng requi renents traceability and

anal ysis which follows the requirenments from Use
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Cases to the nodel and finally to the simulation

artifacts.

Appl i cati on and enhancenent

of MDA's sinulation
the BMDS Core

nodel s which collectively form

Model set, focusing primarily on the BMD System
Level M&S (Modeling and Simul ation).41

41 Kevin J. Greaney, “Evolving A Simulation

Software Architecture From Heterogeneous WNbde
di ssertation, Naval Postgraduate School, Sept.
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APPENDI X A,  G.CSSARY

ABL. 1. Airborne Laser. 2. Aircraft Based Laser.
ABM Anti-Ballistic Mssile.

ABM Treaty. Anti-Ballistic Mssile Treaty of 1972, signed
and ratified by the (fornmer) Soviet Union and the United
States, Ilimting deployment on each side to one site
conprising 100 interceptors, 100 Ilaunchers, and several
ground- based radars. The Treaty al so regul ates devel opnent
and testing. In Decenber 2001, President George W Bush
announced that the United States would withdraw from the
treaty, which the U S did in June 2002

Acquire. 1. \Wen applied to acquisition radars, to detect
the presence and location of a target in sufficient detai
to permt identification. 2. Wien applied to tracking
radars, to position radar beam so that a target is in that
beamto permt the effective enpl oynent of weapons.

Acqui sition (ACQ . (Sensor) The results of processing
sensor neasurenents to produce object reports of interest
to the system

Acti ve. In surveillance, an adjective applied to actions

or equi pnment, which enmt energy capable of being detected,
e.g., radar is an active sensor.

Active Defense (TBM). Active defense protects against
theater mssiles by destroying themin flight. Engagenent
capability 1is required throughout all phases of the

mssile’'s trajectory (boost, post-boost, md-course, and
termnal) to prevent saturation of point defense, to negate
war head effects, and to ensure mninmal |eakage in defending
critical assets. Therefore, active defenses nust consist of
def ense in depth to provi de mul tiple engagenent
opportunities with differing technol ogies, increasing the
probability of kill, and countering the eneny’s counter-
measure efforts. Active defenses could consist of space-,
air-, ground-, and sea-based systens. If a strategic
ballistic mssile defense system is deployed, the active
TMD should be supported by, but not limted by, those
systens to increase the defense in the theater of
operations. Active defense is considered one of the four
pillars of TNVD capability.

Active Hom ng Guidance. CGuidance system in which both the
source for illumnating the target, and the receiver for
detecting the illumnating energy reflected fromthe target
is carried within the mssile.
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Active Sensor. One that illumnates a target, producing
return secondary radiation, which is then detected to track
and/or identify the target. An exanple is radar.

AEG S. A totally integrated shipboard weapon system that
conbi nes conputers, radars, and mnmssiles to provide a
defense wunbrella for surface shipping. The system is
capabl e of automatical ly det ecti ng, t racki ng, and
destroying air-borne, sea-borne, and | and-|aunched weapons.

AEG S BMD. Aegis Ballistic Mssile Defense (Aegis BMD)
Project is an elenent of the Ballistic Mssile Defense
System and is being developed to provide a rapidly
depl oyabl e, highly nobile defensive system capability
agai nst short-to-internediate range ballistic mssile
attacks on population centers, debarkation ports, coastal
ai rports, anphibious objective areas, expeditionary forces,
troops, friends, and allies. Forward positioning of the
ship makes possible a mssile defense that wll protect
vast areas, often-entire countries. The Aegis BMD el enent
of the BMDS builds on the proven Mark 7 Aegis Wapon System
including nodifications to the Standard Mssile, and the
Mark 41 Guided M ssile Launch System

AEW Al rborne Early Warning.

Ballistic Mssile (BM. A rocket-propelled vehicle noving
under its own nonentum and the force of gravity that does
not rely upon aerodynanmic surfaces to produce lift and

consequently follows a ballistic trajectory when thrust is
t er m nat ed.

Ballistic Mssile Defense (BM). Al active and passive
nmeasures designed to detect, identify, track, and defeat
attacking ballistic mssiles (and entities), in both

strategic and theater tactical roles, during any portion of
their flight trajectory (boost, post-boost, m dcourse, or
terminal) or to nullify or reduce the effectiveness of such
an attack.

Ballistic Mssile Defense System (BMS). 1. An integrated
system of all BMD sensor and weapon systens. This system
of -systens w Il provide greater capabilities to defend
against ballistic mssile attacks. 2. The aggregate BM
BMC3 and BMD forces that, in total, provide defense agai nst
ballistic mssile attacks to North Anmerica and other areas
of vital interest.

Battl e Managenent. Battl e nmnagenent is conposed of two
parts, nanely, strategies and the actual «collection of
tasks to be performed to successfully inplenment chosen
strategies. Exanples of strategies are: area defense,
adaptive preferential defense, offense deploynent, and
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rules of engagenent depending on the evolution of battle,
etc. Exanples of tasks are, resource allocation, target
assignment, probability of kill calculations and Kil
assessnent, etc. Gven a set of strategies, resources and
hostil e asset deploynent, battle nanagenent addresses the
problem of choosing a strategy or set of strategies and
performs the associated tasks that would result in the nost
“desi red” outcone.

Battl e Managenent/ Conmand and Control (BM C2). The BM C2
is the equipnent, comunications networks, and processes
which the warfighting Conbatant Commanders wll use to
monitor the theater ballistic mssile fight and to direct
the activities of the various BMDS el enents.

BMC2. A set of conputer workstations with software and
comruni cati ons gear providing full set of BMDS applications
at a conmand center.

BMVMDS Bl ock. The M ssile Defense Agency (MDA) intends to
field a set of software packages every two years. These
sets of software packages are call ed BVDS Bl ocks.

BMVMDS El enent s. These are the systens that as a single
entity provide BMDS capability.
Boost Phase. The first phase of a ballistic mssile

trajectory during which it is being powered by its engines.
During this phase, which usually lasts 3 to 5 mnutes for
an ICBM the missile reaches an altitude of about 200 km
wher eupon powered flight ends and the mssile begins to
di spense its reentry vehicles. The other phases of mssile
flight, including mdcourse and termnal, take up to the
remai nder of an ICBMs flight time of 25 to 30 m nutes.

Boost Defense Segnent (BDS). The portion of the BMDS that
defeats ballistic mssiles in the period of flight prior to
the term nation of powered flight.

Command. Aut horization required to perform command
operations for command-oriented functions.

Command, Control, Battle Mnagenent, and Conmunications
(C2BMC) . An i ndependent command and control capability
from which ballistic mssile defense operations can be
i npl enent ed. The C2BMC allows for full situationa
awar eness and devolution of command (if necessary). Each
C2BMC  Node will have the capability of pl anni ng,

coordinating, directing, and controlling surveillance and
engagenent operati ons.

Command, Control, Communi cat i ons, Conmput er s, and
Intelligence (C41). Procedures and technol ogi es supporting
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command and control, communi cati ons, and intelligence
requirenments.

Cooper ati ve Engagenent. Engagenent of a target through
cooperative use of resources and/or data from nore than
just one participating unit.

Cooper ati ve Engagenent Capability (CEC). The capability to
engage a target through cooperative use of resources and/or
data from nore than one participating sensor. There are
several forms of cooperative engagenent, including 1. use
of a conposite track to launch a defensive weapon agai nst a
target, 2. fire control guidance of an interceptor using a
conposite track, and 3. near-real-tine shift of interceptor
control fromone firing unit to another to inprove overal
def ense systemor architecture perfornmance.

Correlation. The process of assigning or conputing weights
to determne that two or nore tracks, consisting of snooth
state estimates and representation of the uncertainty of
the estimtes, are for the same object or that they are for
separate objects, or the result of that process.

Cued Qperation. The directing of one sensor based upon the
data received from anot her sensor

Cuei ng Command. The conmmand within a tactic, which
specifies the sensor elenent’s coverage vol une.

Cuei ng Data. Cueing data is a subset of object tracks
within a sensor elenent’s coverage vol une.

Data Fusion. Miltilevel, nmultifaceted process dealing with
automati c detecti on, associ ati on, correl ati on,
discrimnation, situation awareness, and threat assessnent
by conmbining data and information from single and multiple
sour ces.

Dat a Li nk. 1. Means of connecting one |ocation to another
to transmt and receive data. 2. Particular path between
two nodes over which data are transmtted. It includes

transm ssion nmedium and digital-to-analog converters,
nmodens, transm ssion equi pnent, antennas, etc., associated
with this path.

Def ended Asset List (DAL). A ranked listing of facilities,
f orces, and nat i onal political items that require
protection from attack or hostile surveillance. The i st
is conpiled from Federal departnments and agencies, Unified
and Specified Commands, and the Armed Services to ensure
Nati onal Security Emergency Preparedness functions.

Def ense Support Program (DSP). System of satellites in
geo-stationary orbits, fixed and nobile ground processing
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stations, one nmulti-purpose facility, and a ground
communi cations network. Primary mission is to provide
tactical warning and I|imted attack assessnent of a
bal listic mssile attack.

Detection. Discrimnation of an object fromits background
and its assignment to the class of potentially interesting
obj ect s.

Di stributed Bidding. A distributed and autonated process
that (1) inplenents rule sets to assign and comunicate
anong participants the weights or scores (i.e., the bid) of
a system platfornmis ability to conduct an engagenent or
perform sone discrete sensor support activity and (2)
recommends the weapon system(s) or sensor(s) to execute the
engagenent or perform the discrete sensor support activity
based on the distributed bids.

Early Warning. (1) Early detection of an eneny ballistic
m ssile launch, usually by nmeans of surveillance satellites
and long range radar. (2) Early notification of the |aunch
or approach of unknown weapons or weapon carriers.

Endo- at nospheri c. Wthin the earth’s atnosphere. The

altitude comonly used to separate the endo- and exo-
at nospheric regimes varies from100 kmto 120 km

Engage. In air or mssile defense, a fire control order
used to direct or authorize units and/or weapon systens to
fire on a designated target

Engage On Renote (EOR). An advanced engagenent operation
where track data from external sensor(s), in the absence of
| ocal sensor data, are passed to the fire control conponent
of a weapon system which uses these data to calculate
| aunch paraneters, fire the interceptor, and provide in-
flight target updates to the interceptor. The |ocal weapon
command center retains control and responsibility for the
engagenent .

Exo- at nospheri c. Above the atnosphere where the drag is
negl i gi bl e. The altitude comonly used to separate the
endo- and exo-atnospheric regines varies from 100 kmto 120
km

Ext ernal  Sensor. Sensor program external to Mssile
Def ense Agency, e.g., national assets and service sensors.
Fam | y- O - Syst ens. A set or arrangenent of independent

systens that can be arranged or interconnected in various
ways to provide different capabilities. The mx of systens
can be tailored to provide desired capabilities dependent
on the situation
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Field of View (FOV). The angular neasure of the vol une of
space within which the system can respond to the presence
of a target.

Fire-Control Quality Data. The systemspecific data

required for a weapon system to conpute a fire-contro
sol ution and conduct an engagenent.

Forwar d- Based Sensor. Sensor deployed close to target
| aunch point.

Forward Pass. The act of passi ng contr ol and
responsibility of an interceptor mssile in flight fromthe
| aunching command post to another conmmand post. Sensor
and/or guidance information nay be generated by the
| auncher or may originate el sewhere. I nterceptor tracking
and in flight updates may continue to be performed by the
| aunching wunit, or from another guidance and contro
el ement, or a conbination of the two.

Fusi on. 1. The <conmbining of automatically correlated
information with data that refines the information or
presents it in an intuitive formt. Fused data in many
cases will arrive later than real or near-real-tine data.

2. Once associated or correlated, the process of conbining
all sources of information to inprove the quality of the
know edge of the object. (e.g. a radar, an ECM intercept
receiver, and a spotter all report on an object at |ocation
“XT In creating the track file on that object, all
information is used to either inprove the accuracy of
| ocation, or anplify on the nature of the object.

Gat eway. 1. A gateway in a conmunications network is a
networ k node equi pped for interfacing with another network
that uses different protocols. A gateway may contain
devices such as protocol translators, inpedance matching
devices, rate converters, fault isolators, or signa

transl ators as necessary to provi de system
interoperability. | t also requires that nmut ual |y
acceptabl e adm nistrative procedures be established between
the two networks. A protocol translation/ mapping gateway

i nterconnects networks wth different network protocol
t echnol ogi es by perform ng t he required pr ot oco

conver si ons. 2. A generic term for a CY1 network node
designed to provide interoperability by interfacing between
two (or nore) systems or networks that wuse different
prot ocol s. There are two types of gateways: (a) data
forwarders between two or nore tactical data |inks (TDLs),

or between a TDL and a non-TDL system and (b) routers and
retransmitters (previously referred to as “cross-banding”).
Al gateways require the establishnent of mut ual |y
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accept abl e procedures for interfacing between the connected
systens or networKks.

CGeo-stationary Obit (GSO. An orbit 35,784 km above the
equator. A satellite placed in such an orbit revolves
around the wearth once per day, maintaining the sane
position relative to the surface of the earth. It appears
to be stationary, and is useful as a comunications relay
or as a surveillance post.

d obal Positioning System (GPS). The Navstar  obal
Positioning System is a space-based radio navigation
networ k providing precise positioning needs of all mlitary
Services. Wien fully operational, 18 satellites are in 6
orbital planes with an orbit period of 12 hours at 10,900
nautical mles altitude. Each satellite transmts three L-
band pseudorandom noi se-coded signals, one S band, and one
ultra high frequency for spacecraft-to-spacecraft data
relay.

G i dl ock. 1. The process of renoving navigational and
radar biases by calibrating to a comon force reference
point. This is acconplished by all wunits of the force

sinmul taneously recording the position of a comonly held
target that has a specified relative position from the
force center (or other reference point) at the sane
i nstant . 2. The conputer process used to conpare an
i ndi vidual ship's track data with renotely originated track
data, and to determine the correction necessary to bring
the tracks into alignnent.

Ground- Based Interceptor (aBl). A kinetic energy
exoat nospheric interceptor wth Jlong flyout range to
provi de, where possible, a multiple engagenent capability
for defense of the US wth a relatively small nunber of
m ssile launch locations. It is designed to engage post-
boost vehicles and/or RVs in the m dcourse phase of flight.

Ground- Based Radar (GBR). A task-able, nodular, nulti-
function, phased-array radar that provides surveillance,
tracking and engagenent planning data in post-boost,
m dcour se, and t erm nal flight phases Wi t hin its
capabilities. It also provides target discrimnation, in-
flight target wupdates (IFTUs), and target object nmaps
(TOWVB) to interceptor vehicles.

Hand- O f . The transfer of a track file from one sensor or
system to another system in which the first does not
continue to track.

Handover. 1. The transfer of a track file from one sensor
or system to another system in which the first sensor or
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system continues to track the objects. 2. The successful
acquisition of a target using data fromthe cue.

H gh Earth Obit (HEO. An orbit about the earth at an
altitude greater than 3,000 nautical mles (about 5,600
kil ometers).

Hit. Measurement from a passive sensor or return from an
active sensor judged to be from an object, e.g.,
observation, contact report, return, signal detection, and
t hreshol d exceedance.

Hit Assessnent. A process that examnes the results of an
engagenment and determines if the target of interest was
physically hit. This term has specific nmeaning for “hit-
to-kill” types of engagenents where there is no proximty
effect and an inpact is necessary to damage or destroy the
target. A “hit” is not a kill, but is a prerequisite for a
kill with hit-to-kill intercepts.

Ht To Kill (HTK). See Kinetic Kill Vehicle

Hostil e Track. The classification assigned to a track

that, based upon established criteria, is deternmned to be
an eneny threat.

| dentification (ID). The process of determning that a
tracked object is a friendly, neutral, hostile, or unknown
object, or the result of that process.

| npact Point Prediction (1PP). Predi cted point of inpact
on the wearth’s surface of a reentry vehicle, usually
specified in terms of circular error probable. Estimte
i ncludes perturbing effects of atnmosphere and resultant
uncertainties.

I nformation Pull. Transfer of information product(s) to
information user(s) in response to a request by and in a
time frane defined by the user or their applications.

| nformati on Push. 1. Transfer of information product(s) to
information wuser(s) in response to profile(s) submtted
(typically by the commander’s staff) in anticipation of a
group of information needs. 2. The process of creating a
user profile of information requirenents for continuous
broadcast to an operating unit or supporting entity.

Infrared (IR). El ectromagnetic radiations of wavel ength
bet ween | ongest visible red (7,000 Angstrons or 7 ~ 10E-4
mllinmeter) and about 1 mllineter.

Initial Track. The first track fornmed for an apparent
target.
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Intercontinental Ballistic Mssile (I1CBM. A ballistic
mssile wth a range capability from about 3,000 to 8, 000
nautical mles. The term is used only for |and-based
systens to differentiate them from submarine |aunched
bal listic m ssiles.

Interoperability. Ability of systenms, units, or forces to
provi de services to or accept services from other systens,
units, or forces and to use the services so exchanged to
operate effectively together. (2) Conditions achieved
anong comruni cations-el ectronics systens or conmunicati ons-
el ectroni cs equi pnment when information or services can be
exchanged directly and satisfactorily between them and/or
t heir users.

Intermedi ate Range Ballistic Mssile (IRBM. A ballistic
mssile having a range capability of 1,500 to 3,000
nautical mles.

Joint Tactical Information Distribution System (JTIDS)
Joint Service radio system that provides reliable, secure,
j am resi stant, hi gh-capacity integrated conmunications,
navi gation, and identification capability through the use
of direct-sequence spread-spectrum frequency-hopping, and
error detection and correction techniques. One of two
transm ssion devices currently approved to wuse Link-16
message st andards.

J-Series Fam |y of Tactical Data Links. The famly of data
links based on comon data elenents, consisting primrily
of the J-series nessages and the comrunications protocols
and hardware for Link 16 (TADIL J), Link 22, and VM-, as
well as point-to-point, nulti-point, and radios/satellite
broadcast J-series data link capabilities developed in the
future.

Kill Assessnent. A process that, based on sensor data,
examnes in real tinme the results of an engagenent and
determ nes whether the warhead was broken open or not.
Based on the outconme the battle manager would decide to or
not to fire again at that target. Kill assessnent 1is
different than lethality assessment or mssion Kkill.
Lethality assessnent is a delayed response that may take
many mnutes or an hour or a day to discern from ground-
effects detectors and perhaps on-site visits to the mssile
wreckage. If the mssile or warhead is knocked off course
so that it won’t land in the defended area the engagenent
is called a “mssion Kkill”. The warhead m ght not be
broken open in a mssion kill.
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Ki neti c Energy Wapon (KEW. Uses kinetic or notion energy

to kill an object, e.g., rock, bullet, nonexplosively arned
rocket, electromagnetic rail gun.
Kinetic Kill Vehicle (KKV). A weapon using a non-expl osive

projectile noving at very high speed to destroy a target on
i npact. The projectile may include hom ng sensors and on-
board rockets to inprove its accuracy, or it my follow a
preset trajectory (as wth a shell launched froma gun).

Laser. An active electron device that converts input power
into a very narrow, intense beam of coherent visible or
infrared light; the input power excites the atons of an
optical resonator to a higher energy level, and the
resonator forces the excited atons to radiate in phase.
Derived from Light Anplification by Stinulated Em ssion of
Radi ation and classified fromCass I - Cass IV according
to its potential for causing damage to the eye.

Laser Detection And Rangi ng (LADAR). Techni que anal ogous
to radar that wuses laser |light rather than radio or
m crowaves. Light is bounced off target and then detected;
return beam provides information on target distance and
vel ocity.

Launch Detection. Initial indication by any one of a
variety of sensors that a booster has been |aunched from
some point on the surface of the earth, wth initial
characterization of the booster type.

Launch On Renote. Interceptor launch approach in which
fire control data (neasurenents or state vectors and error
covariance) of sufficient quality are provided by an
external system and used by local fire control system to
calculate fire control solution and |aunch interceptor
before data can be provided by |ocal sensor. Once | aunched,

this concept assunes local sensor wll take over from
external sensor, and any in-flight updates to interceptor
will be conmputed based on | ocal sensor informtion.

Launch Point Determ nation. Wth conputer nethods, uses

mssile track observation to estimate point on earth’s
surface fromwhich mssile was |aunched, expressed in terns
of circular error probable.

Layered Defense. Sets of weapons that operate at different
phases in ballistic mssile trajectory; first |ayer of
defense (i.e., boost phase) could pass renmining targets on
to succeedi ng | ayers

Link. Transm ssion nmedium that can be wire, coaxial cable,
optical fiber, or free space, as in radio systens. Allows
any two subscribers in a network to exchange information
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generated by one termnal device and received by another.
Uplink and downlink refer to free space transm ssion from
an earth station to a conmmunications satellite and back
Satellite-to-satellite relay is referred to as “crosslink.”

LINK-11. See TADIL A

LINK-16 (fornerly TADIL-J). NATO designation for the US
M L- STD 6016, Tactical Digital Information Link (TAD L) J
message standard and defined in STANAGs 5516 and 5616. U. S.
Navy uses NATO designation; its use anong all U S. Joint
Services when referring to TADIL J has becone nore common
and recently became policy by JS/J-6 direction. ML-STD
6016 states that TADIL J and Link-16 are equivalent terns
when applied to U S. systens and platfornms’ however, Link-
16 is preferred. It is a secure, high capacity, jam
resi stant, node-less data link that uses the Joint Tactical
| nf ormati on Di stribution System  (JTIDS) transm ssi on
characteristics and the protocols, conventions, and fixed-
| ength nmessage formats defined by the JTIDS Technical
I nterface Design Plan (TIDP).

Local Track. A track that is initiated and updated by a

network participating sensor based on observations of the
tracked object(s) by its local sensor(s) only.

Long- Wavel ength Infrared (LWR). Thermal radiation emtted
by source in el ectromagnetic spectrum enconpassing infrared
wavel engt hs of 6 to 30 m crons.

Low Earth Obit (LEO. Satellites that are at altitudes
between 100 and 400 nautical mles. They have short
duration revolutions (about 90 mnutes), short visibility
envelopes (2.5 to 10 mnutes over a tracking station),
short life spans, and are nost subject to orbita
perturbations due to at nospheric drag and earth
gravi tational anomalies.

LPP. Launch Point Prediction

Medi um Wavelength Infrared (MANR). Thermal radiation
emtted by a source in the electromagnetic spectrum
enconpassing i nfrared wavel engths of 3 to 6 m crons.

Message. A nessage is information sent and received
between an origin and a destination. It has a specified
nunber of bits possibly grouped into words, a definite
begi nning and a definite end, and obeys certain protocols
or rules for the sender and receiver to establish channels
and agr ee on vari ous paraneters for unanbi guous
communi cat i on. Messages may be encoded, encrypted, and
correspondi ng decoded and decrypt ed.
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M d- Cour se Defense Segnent (MDS). The portion of the BMS
that defeats ballistic mssiles during the period of flight
bet ween boost and at nospheric reentry.

M dcourse Gui dance. The guidance applied to a mssile
between term nation of the boost phase and the start of the
term nal phase of flight.

M dcourse (MC) Phase. That portion of a ballistic
mssile's trajectory between the boost phase and the
reentry phase when reentry vehicles and penaids travel at
ballistic trajectories above the atnosphere. During this
phase, a mssile releases its warheads and decoys and is no
|l onger a single object, but rather a swarm of RVs and
penaids falling freely along present trajectories in space.

M ssi |l e Defense Agency (MDA). This agency is tasked by the
Secretary of Defense to develop and field the BMDS. The
Secretary of Defense directed that the change in nanes from
the Ballistic Mssile Defense Organization (BVDO to MDA in
a menorandum dat ed 02JANO2.

Mol niya Orbit. This is a highly eccentric orbit with high
apogee (.71 to .74) in the northern hem sphere and | ow
perigee in the southern hem sphere. For a specific set of
orbital paraneters, this orbit has a changing velocity and
altitude, which, when conbined with the earth’s rotation,
keeps the orbiting satellite within view for very |[|ong
periods (96 percent) above a designated point on earth.

Network. An interlinked web of swi tching and transm ssion
systens connected to subscriber comunications term nals.
A network includes all the hardware and software conponents
residing in switching and transm ssion systens, as well as
the communications-related hardware and software and

conmponents resi di ng in host s (e.qg., communi cati ons
prot ocol s).

Net work Centric. A term used to describe the w despread
sharing of situation information wthout know ng in advance
what value nmay be derived when that information 1is
avai l abl e for operational decisions. Informati on may be
shared by a conbination of “push” (publish) and “pull”
(subscri be) techniqgues. The shared information is viewed
as having no owner, but rather available to all wth a
need. This sharing allows all war fighters to have the
same understanding of the situation and view of the battle
space, and facilitates Network Centric \Warfare --
integrated operations and synchronization of actions. In

Network Centric Warfare the information to be shared is
di stingui shed from command authority authorizing use of the
information for conbat operations (comrand and control).
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The information shared, together wth TTP, the comuand
hi erarchy, and commanders’ orders provide for Network
Centric Operations.

Network Centric Warfare (NCW. An information superiority-
enabl ed concept of operations that generates increased
combat power by networking sensors, decision makers, and
shooters to achieve shared awareness, increased speed of
command, higher tenpo of operations, greater Ilethality,
i ncreased survivability, and a degr ee of sel f-
synchroni zati on. In essence, NCW translates information
superiority into conbat power by effectively |inking
know edgeabl e entities in the battle space.

Node. A set of equi pnent and processes, which perforns the
conmuni cations functions at the end of the data |inks which
i nterconnect those elenents, which are resident on the
net wor k.

bj ect . A distinct entity with a definite spatial extent
and whose different parts maintain their relative distances
constant over a period of observation

C(bservation Interval. The time that elapses between

successive observations of an object by one or nore
sensors.

PAC 3. PATRI OT Advanced Capability-3
PADI L. Patriot Data & I nformation Link.

Passi ve. In surveillance, an adjective applied to actions
or equipnent, which enmt no energy capable of being
det ect ed.

Passive Sensor. Detects naturally occurring em ssions from
target for tracking and/or identification.

Phased- Array Tracking Radar Intercept On Target (PATRIOT).

Point or limted area defense system originally built to
intercept aircraft. PAC-3 inprovenents, which will give it
greater capability against theater ballistic mssiles,
include radar upgrades and selection of an inproved
m ssile, either PATRI OT nul ti node or ERI NT.

Post - Boost Phase (PBP). That portion of the trajectory of
a ballistic nmssile between the end of powered flight and
release of the last RV. Applies only to nultiple-warhead
bal listic m ssiles.

Post - Boost Vehicle (PBV). The portion of a rocket payl oad
t hat carries nultiple warheads and which has the
maneuvering capability to independently target each warhead
on a final trajectory toward a target. Also referred to as
a "bus."
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Preci sion Decoys. Decoys that precisely match RV
characteristics ei t her exo-at nospherically or endo-
at nospherically, or both, and seek to deceive the defense
into intercepting them

Predicted Intercept Point (PIP). The cal cul ated position
in space where the target and interceptor coincide.
Probability of Detection (Py). The probability that an

observation is generated froma franme of sensor data for an
object that is within the field of view

Probability of Kill (Py). Describes the lethality of a
weapon system Generally refers to armanents (i.e.
m ssil es, or dnance, etc.) Usually the statistical
probabilities that the weapon will detonate cl ose enough to
the target with enough power to disable the target

Pr ot ocol . Rul es, such as open systens interconnection,
t hat enabl e error-free conput er connecti on and

communi cation at a given layer or segnent of a network
architecture. Typical ly est abl i shed by i ndustry or
international organizations such as the Institute of
Electrical and Electronic Engineers (IEEE) or Anerican
Nati onal Standards Institute (ANSI).

Radar . (Formerly an acronym for Radio Detection and
Ranging.) A technique for detecting targets in the
at nosphere or in space by transmtting radio waves (e.g.
m crowaves) and sensing the waves reflected by objects. The
reflected waves (called "returns" or "echoes") provide
information on the distance to the target and the velocity
of the target, and also may provide information about the
shape of the target.

Real Tine. Pertaining to the tineliness of data or
informati on that has been delayed only by the tinme required
for electronic communication. This inplies that there are
no noti ceabl e del ays.

Reentry. The return of objects originally |aunched from
earth, into the atnosphere.
Reentry Phase. That portion of the trajectory of a

ballistic mssile or space vehicle where there is a
significant interaction of the vehicle and the earth’s
at nosphere.

Reentry Vehicle (RV). 1. A structure designed to return
from exo-atnospheric flight through Earth’ s atnosphere. 2.
Reentry vehicles are objects containing nuclear, chemcal,
bi ol ogi cal, or high explosive warheads. They are released
from the last stage of a booster rocket or from a post-
boost vehicle early in the ballistic trajectory. They are
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likely thermally insulated to survive rapid heating during
reentry into the atnosphere.

Renote Track. A track that consists of data only from one
or nore non-organi ¢ sensors.

Robust. Used in describing a system indicates its ability
to endure and perform its mssion against a responsive
threat. Also used to indicate system ability to survive
under direct attack

Robust ness. 1. The ability to produce correct results
despite input errors. 2. The existence of coordinated,
multiple capabilities that perform the sanme broad
task/ m ssion. Provides the BMD warfighter with sufficient
flexibility to negate the specified threat with application
of a variable m x of ground and space-based systens.

Rul es O Engagenent (RCE). Directives issued by conpetent
mlitary authority which delineate the circunstances and
[imtations under which United States forces will initiate
and/or continue conbat engagenent wth other forces
encount er ed.

SBI RS Hi gh. SBIRS high altitude conponent consisting of

four SBIRS GEO satellites and infrared sensors on tw HEO
satellites.

SBI RS Low. SBIRS |low altitude conmponent consisting of
SBIRS LEO satellites. The SBIRS Low conponent wll be
designed to provide precision mdcourse tracking and
discrimnation data to support early interceptor commt,
in-flight target wupdates, and target object maps for a
National Mssile Defense architecture. The SBIRS Low
conponent will also support the other mssion areas of the
SBI R system

Sensor. A device that responds to a physical stimulus (as
heat, Ilight, sound, pressure, magnetism or a particular
not i on) and transmits a resulting inmulse (as for
nmeasur enent or operating a control).

Sensor Data. Measurenent information. For a passive sensor
it is usually irradiance, tinme, azinuth angle and el evation
angle. For an active sensor it may include range, Doppler
cross section, etc., as well.

Sensor  Fusi on. Conbining data and information from
mul tiple sensors, usual ly on di fferent pl at f or s.
Processing for doing this for two passive sensors is
sonetimes called stereo fusion and for three passive
sensors, triocular or triple fusion. The term may also be
applied to passive-active or active-active fusion as well.
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Sensor Net wor K. 1. Al external and internal ballistic
mssile defense system sensors plus coms and sensor
netting used to comrunicate sensor data to algorithmns,
processes, and people who use it. 2. Al ballistic
m ssile defense system sensors, internal and external to
M ssil e Def ense Agency.

Sensor Node. Sensor-netting node collocated with sensor
that provides target track and feature information to
sensor netting network and receives sensor tasking
information fromit.

Shoot - Look- Shoot (SLS). A firing doctrine in which the
result of the first intercept attenpt is assessed prior to
the launch of a subsequent interceptor. This tactic
requires the use of kill assessnent by space or ground
based sensors but can significantly reduce interceptor
i nventory requirenents.

Short-Range Ballistic Mssile (SRBM. A ballistic mssile
with a range capability of 30 kmto 1,000 km

Short Wavelength Infrared (SWR). Ther nal radi ati on
emtted by a source in the electromagnetic spectrum
enconpassi ng i nfrared wavel engths of 0.75 to 3 microns.

Shorting. Wth regard to the Sensor Net, it is the action
of sending tracks to the weapons platform at the sane tinme
that they are sent through the TCC/ TRC/ TSC processing
| oop.

Single Integrated Air Picture (SIAP). 1. The SIAP is the
product of sensor fused, comon, continual, unanbi guous
tracks of airborne objects in the surveillance area. Each
object in the SIAP has one, and only one, track nunmber and
set of associated characteristics. The SI AP uses fused,
near real-time and real-tinme data, scalable and filterable,
to support situational awareness, battle mnagenent, and
ai rborne target engagenents. 2. The SIAP (the air track
portion of the CIP) consists of conmon, continual, and
unanbi guous tracks of airborne objects of interest in the
surveillance area. SIAP is derived fromreal tine and near
real time data and consists of correlated air object tracks
and associ ated information. The SI AP uses fused near rea

time and real tinme data, scaleable and filterable, to
support situation awareness, battle managenent, and target
engagenents. 3. The SIAP is the product of fused, conmon,

conti nuous, unanbiguous tracks of all airborne objects in
the surveillance area. Each object within the SIAP has
one, and only one, track nunber and set of associated
characteristics. The SIAP is developed from near-real -tine
and real-time data, and is scaleable and filterable to
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support situation awareness, battle managenent, and target
engagenents. 4. As in 3) above plus ... The SIAP is a subset
of the CTP, used by TAMD C and weapon control nodes to
share track and fire-control data.

Space Based Infrared System (SBIRS). SBIRS will be a
consolidated system that will neet United States infrared
space surveillance needs through the next 2-3 decades.
SBIRS is intended to be an integrated “system of systens”
including nultiple space constellations and an evolving
ground el ement. The baseline SBIRS architecture consists of
four Geosynchronous Earth Obit (GEO satellites; two
sensors on Hghly Elliptical Obit (HEO satellites; Low
Earth Obit (LEO satellites; a ground system consisting of
a CONUS-based M ssion Control Station (MCS), a backup MCS,
a survivable MCS, and oversees relay ground stations and

re-locatable termnals; and associated comunications
links. The SBIRS is designed to neet the mssile defense,
m ssile warning technical intelligence, and battle space

characterization mission requirenents identified in the
JRCC- val i dated SBI RS Operational Requirenents Docunent. The
SBIRS program wil|l begin replacing the operational Defense
Support Program (DSP) ground segnment in 1999 and begin
replacing the DSP satellites in 2002.

Space-Based Sensor. A system that provides global above-
t he- horizon surveillance to detect and track PBVs, object
clusters (RVs and penaids), and resol ved m dcourse objects,
as well as below-the-horizon tasked hot spot detection of
boost phase missiles when cued by a space-based weapon or a
priori know edge. It provides surveillance data for use in
situation assessnent, operational intelligence collection,
and for cueing other sensor and weapon elenents. During
m dcour se, sensors discrimnate and track RvVs and
associ ated objects to support m dcourse engagenents.

Standard M ssile. A shipboard, surface-to-surface/air
m ssi |l e.
Surveil | ance. The systematic observation of an aerospace

area by a sensor system primarily for the purpose of
detecting an air vehicle, ballistic mssile, or other
aerospace object. Sone sensors that are referred to as
surveillance sensors also track air vehicles, ballistic
m ssil es, and ot her aerospace objects.

Syst em 1. The organization of hardware, software,

materials, facilities, personnel, data, and services needed

to perform a designated function with specified results,

such as the gathering of specified data, its processing,

and delivery to users. 2. A conbination of two or nore

interrelated equipnment (sets) arranged in a functional
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package to perform an operational function or to satisfy a
requirenent.

System Architecture. The structure and rel ati onship anong
the conponents of a system The system architecture my
also include the systemis interface with its operational

envi ronmnent . A framework or structure that portrays
rel ati onships anmong all the elenents of mssile defense
systens.

System of Systens (So0S). A set or arrangenent of

i nt erdependent systens designed to be interconnected in
vari ous ways to provide capabilities beyond those systens
operating autononously. Each conponent system is designed
with a “fall back” capability to operate autononously, but
when operated as an interconnected set, their capabilities
are enhanced. The degree of interdependence can vary from
| oosel y coupl ed (f eder at ed) to tightly coupl ed
(integrated), but the capability of the set is always
greater than the sum of the el ements operated aut ononously.

Tacti cal Dat a Li nks. Near -real -ti ne tactica
communi cations and information systenms used primarily at
t he coordi nati on and execution | evel.

Tactical Digital Information Link (TADIL). A Joint Staff
approved, standardized comunication link suitable for
transm ssion of digital information. Current practice is
to characterize a tactical digital information Iink (TADIL)
by its standardized nessage fornmats and transn ssion
characteristics. TADILs interface two or nore command and
control or weapons systens via a single or nmultiple network
architecture and multiple conmunication nedia for exchange
of tactical information.

TADI L A A secure, half-duplex, netted digital data |ink
utilizing parallel transm ssion frane characteristics and
standard nessage fornmats at either 1364 or 2250 bits per
second. It is normally operated in a roll-call node under
control of a net control station to exchange digita
information anong airborne, |and-based, and shipboard
systens. NATO s equivalent is Link 11

Target. 1. Sanme as defined for an object. 2. An object of
interest rather than just any type of object.

TBM Tactical/ Threat Ballistic Mssile
TBMD. Tactical/Theater Ballistic M ssile Defense

Theater Ballistic Mssile Defense (TBMD) System  The
aggregate TMD C3I and TBMD forces that, in total, provide
defense against ballistic mssile attacks wthin an
overseas theater of operations.

110



THAAD. Theater H gh Altitude Area Defense

Term nal  Phase. That final portion of a ballistic
mssile's trajectory between the mdcourse phase and
trajectory ternination.

Tr ack. 1. The estimated position/velocity states and a
representation of the wuncertainty of the estimate (and
possi bly additional non-kinematic attribute infornation)
for an object or wunresolved cluster of objects based on
filtered observations from one or nore sensors. 2. The
estimated trajectory of an apparent object or group of
objects. 3. The sequence of observations judged to be from
the sane object or group of objects.

Track Correl ation. Process of associating nultiple tracks
from each of two different sensors and determ ning track
pairs that represent the sanme objects. Track data
(position, velocity, signature attributes, etc.) from one
sensor are conpared with those from the second sensor.
Prevents/elimnates dual designations. Correlated track
pairs can be conbined to refine target position/velocity
esti mat es.

Track File. A dataset that contains data associated with a
target track, including netric mneasurenents, signature
data, state estimate, covariance matrix, track quality,
cl ass/type, and other attributes of the target.

Track Fusion. Merging of 2D tracks or 3D tracks from
different sensors to formnore precise 3D tracks.

Track Quality. A quantitative or qualitative neasure of
the reliability or credibility of a track.

Tracking. Followng a target in angle, range, and Doppler.
Usually involves nmeasuring target position, snoothing
position nmeasurenents to obtain a nore accurate assessnent
of target position, predicting target position ahead in
time, and wusing that prediction to gather next sanple
neasur enent .

Track Initiation. The process of inferring new target
trajectories. It typically consists of the association of
several detections over time and a decision that accepts
t hese detections as having originated fromthe sane target.

Track Update. The conbination of a track and an
observation to forma revised track.

Triangul ation. The process by which the range to a target
is inferred from observations from two or nore sensors.
Conpar e: passive ranging.
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Uni versal Ti ne. A measure of time that conforns, within a
cl ose approximation, to the nean diurnal rotation of the
Earth and serves as the basis of civil tinmekeeping.
Universal Tine (UTl) is determ ned from observations of the
stars, radio sources, and also from rangi ng observations of
the mon and artificial Earth satellites. The scale
determined directly from such observations is designated
Uni versal Tine Qobserved (UTO; it is slightly dependent on
the place of observation. When UTO is corrected for the
shift in longitude of the observing station caused by polar
notion, the time scale UT1l is obtained. Wen an accuracy
better than one second is not required, Universal Tinme can
be used to nean Coordi nated Universal Tine. Also called
ZULU time. Fornerly called Geenwich Mean Tine.

Weapons Al | ocati on. Designation of a certain weapon to
attack a certain threat after Engagenent Authorization is
gi ven.

Weapons Assi gnnent . In air defense, the process by which
weapons are assigned to individual air weapons controllers
for use in acconplishing an assigned m ssion. Assignnent of
a particular interceptor to a particular target.

Weapons Control. The varying degree of formal control an
area air defense commander exercises over all air defense
weapons in his area of responsibility.

Weapons of Mass Destruction (WWD). In arnms control usage,
weapons that are capable of a high order of destruction
and/ or of being used in such a manner as to destroy |arge
nunbers of peopl e.

Weapons System I[tems that can be used directly by the
armed forces to carry out conbat mssions and that cost
nore than $100,000 or for which the -eventual tota
procurement cost is nore than $10,000,000. That term does
not include commercial itens sold in substantial quantities
to the general public.

Weapon System Control . That set of assessnent, decision
and direction functions normally inplenmented automatically
to assure that individual weapons are pointed, fired, and
gui ded as necessary to intercept the designated attackers.
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1. | nt roducti on.

1.1 Purpose of Docunent.

Thi s docunent outlines the high-level user requirenents and
features of the Ballistic Mssile Defense System (BMS).

1.2 Product Overvi ew.

BMDS will enable the United States, its allies, and friends
to detect, track, assign weapons to, engage, and assess the
kill of threat ballistic mssiles in the boost, md-course
and term nal phases of mssile flight in a rapid

coordi nated, and effective manner.
1. 3 Ref erences.

Refer to Thesis Appendi x B.

2. Probl em St at enent

Pr obl em
The probl em of

Current BMD efforts are
uncoordi nated and |lack the ability
to respond quickly to potential

threats

affects The U S.’s confidence in its
ability to defend against mssiles
and, ultimtely, t he safety,

security, and prosperity of the
free world
The inmpact of which Allows rogue states and entities to

i s bl ackmai| or attack free nations
a successful solution To field a systemthat will counter
woul d be the ballistic mssile threat with a

hi gh | evel of confidence

3. User Description.
3.1 User Denographi cs.

The BVDS Battle Managers do not have a tool that supports
ballistic mssile defense operations for det ecti ng,
tracki ng, assigning weapons, engaging, and assessing the
kill of t hr eat ballistics mssiles from potential
adversari es.
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3.1.1 Northern Command Battl|l e Managers.
3.1.2 Strategic Conmand Battl e Managers.
3.1.3 Conbat ant Commanders Battl e Managers.
3.1.4 Assigned Forces Battle Managers.

3.2 User Profiles.

3.3 User Environnment.

3.4 Key User Needs.

The BMDS Battl e Manager s require t he fol | owi ng
capabilities:

3.4.1 Detect the launch of a threat ballistic nissile.

3.4.2 Determ ne whether the detected object is a threat.
3.4.3 Define the characteristics of the threat ballistic
m ssil e.

3.4.4 Develop a firing solution to negate the threat
ballistic mssile.

3.4.5 Engage the threat ballistic mssile.

3.4.6 Assess the kill of the threat ballistic mssile.

3.5 Alternati ves.

Wthout such a tool, current battle nanagenent functions
will remain autonomous functions that are independent of
each ot her.
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4. Product Overvi ew.

Product Perspective. The bel ow diagram depicts the BMS
virtual sinmulation and its external interfaces.

|

ar Sensors

A
Seni or
Deci si on Maker

Battl e Manager

Syst em Boundary

The diagram on followi ng page represents the functional
aspects of the BMDS Kill Chain. The Battle Manager mnust
address the battle nmanagenent functions identified on the
BMDS Kill Chain.

Refer to Thesis Chapter 4 for Kill Chain Description.

5. Use Cases.

Refer to Thesis Chapter 4 for description of BMDS Use
Cases.
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6. Feature Attri butes

The table below contains the feature attributes that we
wll use to evaluate the features, track the continued
feature definition, prioritize the risk, and manage the
feature requirenents.

St at us Desi gned, Approved, Proposed
Real i zat i on Full, Partial, Limted
Priority Critical, Inportant, Useful
Conpl exity H gh, Medium Low

Ri sk: Probability of | H gh, Medium Low

Cccurrence

Ri sk: Consequence of | Cat ast r ophi c, Si gni ficant,
Cccurrence M nor

Stability H gh, Medium Low

7. Product Features.
7.1 Forwar d- based sensi ng.

Wthin BMDS we nust design the capability to enploy
forward-based sensors to pickup the IR detection of a
threat ballistic mssile. Wthout this capability, the
BVMDS Battle Managers will not have the ability for tracking
the threat ballistic mssile from booster burnout through
the md-course and termnal phases of mssile flight. This
situation would result in track discrimnation and a first
shot opportunity either late in the md-course phase or in
the term nal phase.

7.2 Track correl ation.

Gven that two or nore radars may provide real -time track
data for a single threat ballistic mssile, BMDS nust be
able to match this track data so that each threat ballistic
mssile in flight results in a single, accurate reported
track in the battle nanagenent system

7.3 Common Ti me Reference.
All sensors enployed by BMDS nust have a comon tine

reference to provide accurate track data for track
correlation al gorithns.
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7.4 Common Navi gati on Reference.

Al'l sensors enployed by BMDS nust enploy a commobn geodetic
navi gati on schene to ensure accurate position, velocity,
and altitude adjustnments in real-time threat ballistic
m ssil e tracking.

7.5 Sensor Registration.

Al sensors enployed by BMDS nust have a common ali gnnent
reference to ensure the correct geodetic alignnment of the
sensors for the objective of establishing gridlock.

7.6 Cueing.

BVMDS nust have the capability to direct sensors it enploys
to adjust radar field-of-views towards | R detected track.

7.7 Discrimnation.

BMDS must have the capability to accurately discrimnate in
real -time the threat ballistic mssile from other objects
such as deployed counterneasures and debris. BMDS nust
provi de the discrimnation processes through all phases of
threat ballistic mssile flight.

7.8 Multi - Sensor Data Fusi on.

BMDS nust have the capability to fuse data from nmultiple,
aut ononous sensors with the intent of formng a nore
accurate estimation of the environnent than is available
from any single sensor. The data fusion capability is tinme
critical, covers a |arge geographical area, and requires
accurate, reliable information at conpl etion.

7.9 Informati on Assur ance.

| nformation within BMDS nust be secure both in transfer and
processing to ensure data integrity throughout the Kkill
chai n. Network and information services nust ensure
confidentiality and availability.

7.10 Assurance of Kill.

BMDS nust provide assurance of kill within statistically
acceptable limts.
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7.11 Speed of Engagenent

BMDS nust provide the ability to simultaneously respond to
multiple mssile |aunches and assigned avail able weapons
faster than a human controller executing the sane process.
This must be done within the framework of system weapons’
engagenent w ndows.

7.12 Automatic Weapons Assi gnnent.

BMDS nust have the capability to automatically match its
weapon capabilities and threat mssile profiles in such a
fashion that assets are properly assigned to ensure the
maxi mum chance of destroying the threat missile or
m ssil es.

7.13 Situati onal Awareness.

BMDS nust provide real tine, fine grain situationa
awareness to battle managers responsible for the kill chain
in each portion of a threat mssile’'s flight as well as
near real tine, accurate rough grain situational awareness
to all battle managers not in the geographic path of flight
or without responsibility for the managing of the kil
chain pertinent to a particular mssile. This nust be done
on a threat-by-threat basis.

7.14 Fault Tol erance.

BMDS nust be capable of continuing operation in a degraded
nmode follow ng a catastrophic failure or loss of any of its
i ndi vidual elenments in a dynamic fashion, providing the
remai ning elements the ability to continue w thout the | ost
el ement (s).

7.15 Cooperative and Autononous Modes.

The structure of BMDS nmust support autononous (i ndependent)
action at the |lowest |evel where the entire kill chain can
be execut ed. It nust also support |ow cooperative, high
cooperative, and fully cooperative nodes of comand and
control.

7.16 Conbined Operation with Coalition Forces.

BVMDS nust provide a neans for the U S. to coordinate its
efforts with the forces of our allies and friends.

7.17 Dynamic Reconfigurability.
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As BMDS enabled and integrated assets nove from one
entity’s control to another entity’'s control, they nust
seanl essly integrate into the new control structure.

8. Constrai nts.

To be determ ned.

9. Performance Requirenents.

To be determ ned.

10. Dependenci es.

To be determ ned.

11. Docunentation Requirenents.

To be determ ned.

12. |ssues.

To be determ ned.

13. d ossary.

Refer to Thesis Appendi x A
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1.0 Introduction.

1.1 Purpose.

The purpose for this Software Requirenments Specification
(SRS) is to define the requirenents for the Ballistic
M ssil e Defense System (BMDS). The SRS includes Use Cases,
System Sequence Diagrans, System Qperations Contracts,
Domain Model and all related support docunentation to
describe the functionality of the BVDS. The design team of
CDR M chael Mkl aski and CPT Joel Babbitt has prepared the
SRS and its rel ated docunentati on.

1.2 Scope.

The BMDS is being developed via a systemof-systens
approach to better integrate sensors, weapons and conmand
and control nodes into a single coherent command and
control structure. BMDS requires an advanced and highly
conplex command and control el ement to effectively
integrate system segnents and execute battle nmanagenent
functions. The BMDS architecture is designed to accept
enhanced capabilities as they are integrated into the BMDS
to achieve full interoperability of the system el enents and
interfaces with external systens and integrates the system
with the national mlitary command structure.

1. 3 Ref erences.

See Thesi s Appendi x B.

1.4 Assunptions and Dependenci es.
1.4.1 Assunptions.

1.4.1.1 Non-instantiation. No specific systemis used to

define the class. Al sensors, weapons, and C3 structures
are generic in nature and have only those attributes that
define the common functionality.

1. 4. 2 Dependenci es.

1.4.2.1 Kill Chain. The flow of events is dictated by the
| ogi cal sequence represented in the Kill Chain D agram (see
9.3.1)
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2.0 Use Case Model Survey.

See Thesis Chapter 4.

3.0 Actor Survey.

Sensors — Wthin the sensor actors’ category there are two
subcat egori es. The first is Passive Infrared Sensors; the
second is Active Radar Sensors. Wthin each of these
subcategories are the platform on which they reside; Space
Based, Aircraft Based and Surface Based.

The current state of Spaced Based Sensors are satellite
buses with Infrared (IR) sensor payloads that can detect
and track the heat from the plume of a ballistic mssile

during the launch and boost phase. There are currently
only passive IR sensors in Space, which can only provide
lines of bearing and altitude. Precise ranging is not

feasible wunless sonme form of triangulation occurs wth
ot her Sensors. Research is being conducted to determne if
the specific heat signature of the ballistic mssile can
identify the actual type of mssile |aunched. Additional
research is being conducted to determne the feasibility of
“cold body” tracking of ballistic mssile. This is when
the mssile is in the cruise phase and the IR signature is
reduced through the cooling of the skin by the cold
tenperatures of space. The primary m ssion of Space Based
Sensors is to provide initial cueing information to active
sensors and to determne, based on |aunch position and
angul ar notion, the intended target |ocation.

Ai rborne Sensors consist of both passive IR and active
radar systens. The devel opnental Airborne Laser System
functions in nuch the same way as the Space Based Sensor

with the exception of being able to determ ne range based

on it’s Laser Detection and Ranging (LADAR) system O her

Ai rborne Based Sensors consist of active radars and passive
| R sensors onboard aircraft.

Surface Based Sensors consist of existing active radars
associated with Patriot, THAAD, AEG S, National Systens,
and devel opnental X-Band radar that can track ballistic
mssiles during the different stages of flight. Thi s
category enconpasses both ground and sea based sensor
pl at f or ns.

Weapons — Three separate subsets, ballistic, sem-active
hom ng and active hom ng define the weapons actors. The
weapons may have an expl osive payl oad, be a Directed Energy
weapon, or a Kinetic Kill Vehicle (KKV). Ballistic weapons
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requi re the weapons systemto develop a collision intercept
solution prior to deploying the weapon, then firing the

weapon along a trajectory that will consunmate an i npact
with the threat ballistic mssile. Sem -active weapons
require that the weapons system utilize an active sensor,
normally Continuous Wave (CW Radar, to illumnate the
threat missile and the weapon guides on the return signal
until end gane. Active weapons receive queuing data from
t he weapons system prior to launch and will initially track
the target in the same way as the sem -active weapon until
it can acquire the target with its own active radar. Once

it acquires the target wth its own radar it wll
di scontinue sem-active and guide to the target utilizing
its own information.

Command and Control — These actors enconpass all existing
command and control nodes from the National Level, such as
STRATCOM and SPACECOM to the tactical commander |evel,
such as Joint Forces Air Conmponent Comander (JFACCO),
Carrier Battle Goup Commanders (CVBG), Regi onal Air
Def ense Commanders (RADC), etc. The |evel of information
provided to the conmmanders is based on hierarchy. The
| ower levels of command will require the nost current and
accurate information to prosecute the destruction of Threat
Ballistic Mssiles (TBMs) and will need to receive tinme-
critical and precise paranetric tracking data to achieve
that goal. Upper levels generally require only situational
awar eness information and will not need precise information
such as paranetric data and instead will be provided those
necessary data to ensure proper execution for command and
control functionality. The need to know either high |evel
or lower level information is determned by if one is
involved in the kill chain for a mssile and where the
mssile is in the phases (boost, mdcourse, termnal).

Threat Ballistic Mssiles - For the purposes of our
requi renents specifications the category of  Dballistic
mssile wll include only those mssiles that travel

t hrough the exo-atnospheric region of space. This excludes
short-range tactical mssiles that remain in the endo-
at nrospheric region.

4.0 Requirenents

4.1 Functional Requirenents

4.1.1 Sensors

4.1.1.1 IR
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4.1.1.1.1 Determ ne own position and global tinme accurately
4.1.1.1.2 Detect the plume of a launching ballistic mssile
4.1.1.1.3 Track a ballistic mssile fromheat signature
4.1.1.1.4 ldentify type of mssile fromheat signature
4.1.1.1.5 Accept queuing from external sources

4.1.1.1.6 Provide queuing information to external sensors
4.1.1.1.7 Develop a ballistic mssile track

4.1.1.1.8 Continuously track mssile through field of view
4.1.1.1.9 Determne launch position of detected Ballistic
Mssile

4.1.1.1.10 Determ ne Predicted Inpact Point (IPP)
4.1.1.1.11 Transmt all known track data and own wunit
position to external units.

4.1.1.2 Radar

4.1.1.2.1 Determ ne own position and global tinme accurately
4.1.1.2.2 Accept queuing information from external sources
4.1.1.2.3 Detect ballistic mssile in flight

4.1.1.2.4 Track ballistic mssile in flight

4.1.1.2.5 Develop a ballistic mssile track

4.1.1.2.6 Provide track information to external sources
4.1.1.2.7 Provide weapons quality paranetric data to
weapons system

4.1.1.2.8 Continuously track mssile through field of view
4.1.1.2.9 Provide queuing information to external sensors
4.1.1.2.10 Transmt all known track data and own wunit
position to external units.

4.1.1.2.11 Assess kil

4.1. 2 Wapons

4.1.2.1 Ballistic

4.1.2.1.1 Determ ne own position and global tinme accurately
4.1.2.1.2 Accept queuing information from external sources
4.1.2.1.3 Accept target tracking paranetric information
from sensors

4.1.2.1.4 Develop a collision intercept solution

4.1.2.1.5 Slew the weapon to corresponded to the intercept
sol ution

4.1.2.1.6 Fire projectile

4.1.2.2 Sem Active

4.1.2.2.1 Determ ne own position and global tinme accurately
4.1.2.2.2 Accept queuing information from external sources
4.1.1.2.3 Accept t ar get t racki ng parametric r adar
i nformation from sensors
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4.1.1.2.4 Develop a collision intercept solution

4.1.1.2.5 Sl ew weapon seeker head to target

4.1.1.2.5 Fire mssile

4.1.1.2.5 Hone to target with return radar signal from
sensors

4.1.2.3 Active

4.1.1.3.1 Determ ne own position and gl obal tinme accurately
4.1.1.3.2 Accept queuing information from external sources
4.1.1.3.3 Accept target paranetric radar data from sensors
4.1.1.3.4 Develop a collision intercept solution

4.1.1.3.5 Sl ew weapon seeker head to target

4.1.1.3.3 Fire weapon

4.1.3.3.3 Track in a senm -active node based on return radar
signal from sensors

4.1.3.3.4 Acquire target with mssile own radar

4.1.3.3.5 Discontinue sen -active tracking upon own radar
| ock and assunme collision intercept based on mssile own
radar paranetric data

4.1.3 Command and Contr ol
4.1.3.1 Upper Level.

4.1.3.1.1 Accept Situational Awareness tracking data from
all external sources to develop a single Commobn Operationa
Picture

4.1.3.1.2 Transmt conmands to Lower Level C2 nodes
4.1.3.1.3 Receive reply nessages from Lower Level C2 Nodes

4.1.3.2 Lower Level.

4.1.3.2.1 Accept tracking data fromall external sources to
devel op a single Common Operational Picture

4.1.3.2.2 Fuse all sensor data into a single actionable
firing solution

4.1.3.2.3 Transmt all Situational Awareness tracking data
to Upper Level C2 Nodes

4.1.3.2.4 Accept conmand nmessages from Upper Level C2 Nodes

4.1.3.2.5 Transmt reply nessages to Upper Level C2 Nodes

4.2 Nonfunctional Requirenents.
4.2.1 Usability.

To be determ ned.

4.2.2 Reliability.
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To be det erm ned.

4.2.3 Performance.

To be determ ned.

4.2.4 Supportability.

To be determ ned.

5.0 User Docunentation.
To be determ ned.

6.0 Design Constraints.
To be determ ned.

7.0 Interface Conponents.
To be determ ned.

8.0 Interfaces.

8.1 User Interfaces.

To be determ ned.

8.2 Hardware Interfaces.
To be determ ned.

8.3 Software Interfaces.
To be det erm ned.

8.4 Conmuni cations Interfaces.
To be determ ned

9.0 Appendi x.

9.1 Use Case D agrans.

See Thesis Chapter 4.

9.2 System Sequence Di agr ans.
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See Thesi s Appendi x E.

9.3 Domai n Model s.
9.3.1 BMDS Kill Chain Functions.

See Thesis Figure 1.

9.3.2 BVMDS Distributed C2 Architecture.

See Thesis Figure 5.

9.4 System Operations Contracts.
To be determ ned.
9.5 d ossary.

See Thesi s Appendi x A for d ossary.
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APPENDI X D. SYSTEM SEQUENCE DI AGRAMS ( SSD)

A SSD FOR HI GH- LEVEL BMDS USE CASE

This SSD (Figure 14) represents the high-1level
interaction of the sensors, weapons, and BMC2 through the
five major phases of the kill chain in the prosecution a
threat ballistic mssile to include deliberate planning and
cueing. The details of this SSD are further defined in the
followon SSD for all the use cases. The flow of events as

described in the wuse cases and nessaging between the

objects is as depicted, a BMC2 will provide planning and
cueing to sensors in response to a potential threat. The
sensors conduct surveillance until a TBM is detected where

it then conducts tracking, passing that information both to
the BMC2 and weapons systens. The BMC2 assigns a weapon
based on the track data, the sel ected weapon system engages
the threat ballistic mssile destroying it, and the BMC2
assesses the outcone of the engagenent via the sensor track
data to determ ne whether further engagenent s are
war r ant ed.
B. SSD FOR USE CASE 1 & 1.1

The flow of events for the SSD covering use cases 1 &
1.1 (Figure 15) begins with the assunption that a ballistic
m ssile threat exists and that there is a sufficient anount
of time to conduct deliberate planning prior to the
anticipated first available |aunch w ndow. In this
i nstance the commanders, via the BMC2 and Sensor Net, issue
a warning in the form of cueing nmessages for sensors to
observe a specific region. Once a TBM is detected, the
sensor commences continuous tracking of the mssile and
forwards a cueing nessage to the BMC2 and Sensor Net so
t hat ot her sensors can detect and track the TBM
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The sensor nust first develop a local track, through
what ever processing nethod that particular sensor utilizes,
and then it forwards that data to its associated Sensor
Fusi on Processor. The SFP receives all of the track data
from the various sensors and attenpts to both discrimnate
what type of mssile it is and whether any counternmeasures
have been enployed, to detect the warhead from the decoys.
The data is further filtered and then fused into one
coherent track and forwarded to the Sensor Net for
utilization by C2 elenments and Wapons syst ens.

C. SSD FOR USE CASE 2

Once a sensor has developed a track, It IS
cooperatively tracked and classified as described by the
flow of events in the SSD for use case no. 2 (Figure 16).
The Sensor Fusion Processor continues to evaluate the track
in an effort to determne the identity of the mssile
t hrough the various electronic signatures from the sensors
and attenpts to refine and inprove the track quality by
pulling available data from the Sensor Net and nmaking
conpari sons of the data. This updated data is forwarded to
the BMC2. The BMC2 maintains a master track list is
devel oped and pushes the track data to the Wapons Net for
use in the weapons bidding process. The BMC2 forwards an
appropriate cueing nessage to renote Sensor Nets as the TBM
transits from sensor coverage area to another.

D. SSD FOR USE CASE 3

The SSD for use case 3 (Figure 17) shows the process
for weapons bidding of the weapons systens. As the target
list is produced by BMC2 and pushed out to the Wapons Net,
t he Weapons Net places bid requests for each target to each
of the Wapons Systens participating in the network. The
Weapons System nmakes an assessnent of it's own ability to
prosecute the target and forwards that information to BMC2
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via the Wapons Net. The BMC2 then nmakes a weapons
assignnment based on the bids and an authorization to
rel ease weapons at the appropriate tine.
E. SSD FOR USE CASE 4

Once a Wapons System has been identified for mssile
engagenent, that systens requests a discrete priority path
for paranmetric track data from the Sensor Net as depicted
in SSD for use case no. 4 (Figure 18). This data is then
provided to the interceptor for consummation of the
intercept and destruction of a TBM once |aunch approval is
gi ven.
F. SSD FOR USE CASE 5

SSD for use case 5 (Figure 18) depicts the flow of
events in the process of assessing the status of an
intercept of a TBM The BMC2 utilizes track data provided
via the Sensor Net and conducts an assessnent of that data
as described in use case no. 5 and pronulgates a Kkill

report for distribution if the intercept was successful.
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APPENDI X E. UML- RT MODELS

A. SENSOR

NENsor

{sensor sweep)

1

S1:Sensor

=< capsile ==

SITEC: TrackFommingCapsule

e Capsule ==
S1CC: CueingCapsule
feueing message) |:

== capsulg ==
SH1SIC: SEPInterfaceCapsule

== Capsule ==
3102 OrentationCapsule

{sensar command)

Fi gure 23. Sensor UM.-RT Di agram

Cuei ng Capsul e: Passes cues received by the Track

Form ng Capsule directly to the Sensor Net.

Oientation Capsule: Controls the orientation and
scanning patterns of the sensor. |t receives nessages from

the Sensor Controlling Command and acts on them

Track Form ng Capsul e: Forms tracks from radar or IR
hits. Sends Cues to the Cueing Capsule. Performs track
discrimnation to try to prevent debris and decoys from
overloading the SFP. Once a track is adequately devel oped,
it pushes it to the SFP Interface Capsul e.
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SFP Interface Capsule: Responsible for pushing tracks
fromthe Track Form ng Capsule to the sensor’s hi gher SFP.

B. SENSOR CONTROLLI NG AUTHORI TY

Sensor Controlling Authority

SCAL:SensgorControlling
Authority

= Capsule ==
SCA1CC Cueing” apaule

feueing message)

e capsule ==
SCA15CC: SensorCorrmandCapsnle

== capsule ==
S0 10 Drienting apauls

(sansor command) L

Fi gure 24. Sensor Controlling Authority UM.- RT D agram
Cuei ng Capsul e: Passes cues received by Sensor Net to
t he Sensor Command Capsul e.

Orienting Capsule: | ssues commands to control the
orientation and scanning patterns of subordi nate sensors.

It distributes commands fromthe Sensor Command Capsul e.

Sensor Conmand Capsul e: Receives cues from the Cueing
Capsul e and i ssues command to redirect sensor(s).
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C. COMPETENT AUTHORI TY

feuaing message)

1

CAl:Competent
Authority

=< capsule ==

CA1CC:CueingCapsule

Fi gure 25. Conpet ent Authority UM.-RT Di agram

Cuei ng Capsul e: Passes cues to the Sensor Net.
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D. SENSOR FUSI ON PROCESSOR ( SFP)

Sensor Fusion Processor
firacik dafa)

SFP1:SensorFusionProcessor E

<= capl_slulg =P
SFP15IC: Sensor
InterfaceCapsule

=< capsule ==

SFPITEC: TrackFusingCapsule

== Capsule ==
SFP1CFC Collaborattve
FuzionCapsule

= Capsule ==
SFPITLC: Trackl istCapsule

== capsulg ==
SFP1SHIC S ensortet
InterfaceCapsule

firacik dafa)

Fi gure 26. Sensor Fusi on Processor UM.- RT Di agram

Sensor Net Interface Capsule: Responsible for pushing
tracks from the Track List Capsule to the Sensor Net.
Receives tracks requested by the Collaborative Fusion

Capsul e through Sensor Net from ot her SFPs.

Track Fusing Capsule: Takes multiple tracks per
target from the Sensor Interface Capsule, correlates or
fuses them into one single track per target in real tine.
Perfornms track discrimnation as a backup to the sensor’s
native discrimnation capability to prevent overload on the
Sensor Net .

Sensor Interface Capsule: Serves as the primry
interface to all assigned Sensors. If it is receiving data

from nore than one sensor, then it sends all tracks to the
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Track Fusing Capsule. If it is only receiving data from
one sensor, then it passes it directly to the Collaborative

Fusi on Capsul e.

Col | aborative Fusion Capsule: Takes fused or raw
| ocal tracks (one per target) and fuses them with tracks
received from other SFPs via the SFP Interface Capsul e of
t he Sensor Net.

Track List Capsule: Responsible for conpiling and
providing the internal list of tracks for the SFP and
preventing duplicates. It provides this data to both the
TFC and the CFC. It provides this information upon request
to the sensor net. It also serves as a repository for

commands recei ved from Sensor Net.
E. SFP' S SENSOR | NTERFACE CAPSULE

Sensor Fusion Processor = Sensor Interface Capsule

{frack dafa)

SFP1SIC:SensorInterfaceCapsule

== capenle ==

SICSCC Sensor
CornrinnicationsCapsules

= Capsule ==
SICTCC TFCCommmumications
Capesule

fruitiple track data) [H

If=1 port == Trme

== capsuls == If==1 port == Falze
SICCCC CFOComimunic ations

Capsule L LT

{frack dafa) '—- I:’:I i R — i
: .vv'.-c--l----—-\.

___________________________

Fi gure 27. Sensor Interface Capsule UML-RT Di agram
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Sensor Communi cations Capsul es: Est abl i sh connecti ons
with sensors. It only allows connections from those
sensors it is progranmed to receive. Every tinme a sensor
passes a track, the SCC checks the state machine to
determ ne where to send its track data. If nore than one
SCC checks in a short period of tinme (say within 100 ns or
| ess) then the output of the state nachine turns to true.
The state machine will also output true if an SCC is unable
to send its data to the CFC Conmunications Capsule (as

anot her sensor already has the channel tied up).

TFC Communi cati ons Capsul e: Handl es all data streans
sent from the Sensor Communi cations Capsules to the (higher

| evel ) Track Fusing Capsul e.

CFC Conmuni cations Capsul es: Handl es only one data
stream sent from one Sensor Communications Capsule to the

(hi gher level) Coll aborative Fusion Capsul e.
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F. SFP* S TRACK FUSI NG CAPSULE

Sensor Fusion Processor 2 Track Fusing Capsule

fmulfiple frack dafa)

SFP1TFC: TrackFusinegCapsule

_________________________ == capenle ==
et 2l i TECSCCSICCarmunic atinns
2 ] T : C_p_ﬁ a1l
nmal |

L]
I . R i =< capsule ==
TECFCDC FusinaConelation'
DiscriminationCapsule

___________________________

== capenle ==

TECCCC.CFC
CornrinnicationsCapsule CornrnnicationsCapsule

a 4

{fused frack data) feorrelatadfised frack data)

== capsule ==
TECTCC. TLC

Fi gure 28. Track Fusing Capsul e UML- RT Di agram

Fusi ng/ Correl ation/Di scrim nation Capsul e: Thi s
capsule periodically checks each incomng track with the
(‘hi gher | evel) Track Li st Capsul e Vi a t he TLC
Communi cati ons Capsul e. If a ‘stop sending’ is received
that pertains to the parent SFP, then the Fusing Capsule
ceases dealing with that track until the ‘stop sending is
[ifted. Bef or e Fusi ng or Correl ation happens,
Di scrimnation occurs to try to filter out the clutter and
reduce the amount of tracks passed on through the rest of
t he Sensor Fusion Processor. Remaining tracks that pertain
to targets that are new or do not have a stop order agai nst
them are then fused in real-tine and forwarded to the

(hi gher level) Collaborative Fusion Capsul e.
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TLC Conmuni cations Capsul e: Checks all incomng
tracks against the (higher level) Track List Capsule. | f
that track has a ‘stop sending’ order for the parent SFP
t hen t he or der wi || be passed to t he
Fusi ng/ Correl ati on/ Di scri m nati on Capsul e, thereby allow ng
the Fusing/ Correlation/Di scrimnation Capsule to spend its
processi ng power on fusing other capsules. |If the track is
new, it will be registered with the (higher Ilevel) Track

Li st Capsul e.

SI C Conmuni cations Capsul e: Handl es all data streans

received fromthe (higher level) Sensor Interface Capsule.

CFC Communi cations Capsules: Handles all data streans
from the Fusing Capsule sent to the (higher |evel)
Col | aborative Fusi on Capsul e.
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G SFP" S COLLABORATI VE FUSI NG CAPSULE

Sensor Fusion Processor = Collaborative Fuging Capsule

(hoth raw frack date and fusedicorrelaled frack data)

_________________

- : e capsule ==
T e — i CECSTCCSIC-TES
CornrinricationsCapsule

== capsule ==

B0 o el o e e e CFCCFC FusingCapsule

== capenle == == capenle ==
CECTCCTIL CECSCCSHIC
CorrmunicationsCapsule CorrmunicationsCapsule
{fused frack data) feorrelatadfised frack data)
Fi gure 29. Col | aborati ve Fusi ng Capsul e UML- RT D agram

State Machi ne: Contains the logic to decide whether
it is worthwhile to pursue attenpting to collaboratively
fuse a track. This state machine contains several factors
whi ch woul d have to all be within acceptable paraneters for
it to allow collaborative fusion to occur. To reiterate in
terms of a logical equation, it is an AND |ogic equation
(for exanple: network usage AND track type fusible AND
better fusible renpote track avail able AND track noving sl ow
enough AND pre-defined quality threshold not net).

Fusi ng Capsul e: Checks each incoming track with the
(hi gher | evel ) Track Li st Capsul e via the TLC
Communi cations Capsul e. If a ‘stop sending’” order is
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received that pertains to the parent SFP, then the Fusing
Capsul e checks with the state machine to determ ne whether
it should either cease dealing with that track until the
‘stop sending’ is rescinded or attenpt to inprove the track
t hrough coll aborative fusion. Tracks that pertain to
targets that are new or do not have a stop order against
them are forwarded to the Sensor Net. If collaborative

fusion is ordered for a ‘stop sending’  track, then the

Fusing Capsule wll suppress the ‘stop sending’ in the
| ocal (higher level) Track List Capsule. This allows the
track to flow through t he (hi gher  evel) Tr ack
Fusi ng/ Correl ati on/ D scri m nation Capsule. Addi tionally,
the Fusing Capsule will request a copy of the winning track
t hrough the Sensor Net and will fuse it with its current
track. If the collaboratively fused track wll beat the

previous wnning track, then it sends the track and
continues to suppress the ‘stop sending’ in the local Track
List Capsule until the Sensor Net feedback cones back to
authoritatively either continue the ‘stop sending’ on the
coll aboratively fused track or allow it to send. If the
(parent) Collaborative Fusion Capsule is receiving tracks
directly from the (higher level) Sensor Interface Capsule,

then the Collaborative Fusion Capsule will also perform
additional discrimnation as necessary. However, | ocal
fusion as perforned by the (higher | evel) Track

Fusi ng/ Col | aboration/Di scrimnation Capsule is of course
not possible for a single sensor’s input, as it requires at

| east two separate tracks to fuse..

TLC Communi cations Capsul e: Checks all incom ng
tracks against the (higher level) Track List Capsule. | f
that track has a ‘stop sending’ order for the parent SFP,
then the order will be passed to the Fusing Capsule. | f
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the track is new, it wll register it with the (higher
| evel ) Track List Capsule.
SI G TFC Comruni cati ons Capsul e: Handl es all data

streans received from the (higher level) Sensor Interface

Capsul e and Track Fusing Capsul e.

Handl e al |
to the (higher

SNI C Conmuni cati ons Capsul es: data streans

from the Fusing Capsul e sent | evel ) Sensor

Net Interface Capsul e.

H. SFP* S TRACK LI ST CAPSULE

Sensor Fusion Processor 2 Track List Capsule

(fused frack data)

SFP1TLC: TracklListCapsule

SFP1TCIC TFC-CFC
CornrnnicationsCapsule

.

s capsule ==
SFPITRC TrackBesistryiCapeule

s capsule }}I_I
FP1TEC TrackCorrelation
Capeanle

_____________________

== capsule ==

SEP1TLRC Tracklist

BecemvingCapsule

___________________________

(frack data)

Fi gure 30. Track Capsul e List UM.-RT Di agram
TFG CFC Communi cations Capsul e: Handl es dat a
streans recei ved from the (‘hi gher | evel) Track

Fusi ng/ Correl ation/Di scrim nati on Capsule and Col | aborative

Fusi ng Capsul e.
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Track Correlation Capsule: Correlates all tracks
received with Track Registry Capsule. Tracks, which are
not screened out, are registered as new tracks with the
Track Registry Capsule. Track nunbers of tracks that are
screened out are returned to the (higher level) Track
Fusing/ Correl ation/ Di scrimnation Capsule or (higher |evel)
Col | aborati ve Fusing Capsul e, depending on where the track

cane from

Track Registry Capsule: Mai ntains the SFP's master
list of all perceived valid tracks as well as any
addi tional tracks received from the Sensor Net, including
any commmands added to received tracks or commands

pertaining to the locally naintained tracks.

Track List Receiving Capsule: Receives the Track List

sent out periodically fromthe (higher |evel) Sensor Net.
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SFP’ S SENSCR NET | NTERFACE CAPSULE

Sensor Fusion Processor = Sensor Net Interface Capsule

SFP1SNIC:SensorNetlnterfaceCapsule

=< capsule ==

SNICCCC.CFC
(Erack data) CorrauricationsCapsule

=< capsule ==

SICSHOC: Sensortlet
Coratrnrd cationsCapaules

(frack data)

=< capsule ==

SNICTCC.TLC
CornrnnicationsCapsule

firack data) I: S | ————

Fi gure 31. Sensor Net Interface Capsule UML- RT D agram
Sensor Net Communi cations Capsul e: Est abl i shes
connections wth the Sensor Net. It handl es all

comuni cati ons between the parent SFP and the Sensor Net.

CFC Commruni cati ons Capsul e: Handl es all data streans
between the Sensor Net Conmunications Capsule and the

(hi gher level) Coll aborative Fusion Capsul e.

TLC Communi cati ons Capsul es: Handl e only one data
stream sent from the Sensor Net Comunications Channel to
the (higher level) Track List Capsule.
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J. SENSOR NET

Sensor Net

firaci dafa) firack dafa)

SN1:SensorNet E . E:g
== caps == == caps ==

SM15IC: SFP InterfaceCapsule SHIWFPIC: Weapon
PlatfonminterfaceCapsule

el capsulg == == Capsule == e capsulg ==
SH1TCC: TrackCorrelation SH1TRC: TrackRegistry HM1TSC: TrackS erverC apsule
Capsule Capsule
L]
== Capsule == e capsulg ==

SM1CC CueingCapsule SHI1PHIC PeerHigher

InterfaceCapsule

Fig

LF

fueing message) tTow defail frack dafa)
thrack data)
Fi gure 32. Sensor Net UML- RT Di agram
SFP Interface Capsule: Handles all interfaces between
the SFPs and Sensor Net, including receiving fused track

data, handling requests for fused data from peer SFPs, and
forwarding said fused data as it is received in real tineg,
passing track data to the Track Correlation Capsule, and
receiving and forwarding track lists from the Track Server
Capsul e. This capsule also ‘shorts’ (sends Dbefore
processing through the TCCO TRC TSC | oop) copies of
streamng firing-solution quality data to the Wapon
Platform Interface Capsule if a track is marked as ‘hot’
(i.e., tracks which have a weapon awaiting a firing
solution to | aunch).

Cuei ng Capsul e: Recei ves cuei ng nessages through the
Track Correlation Capsule from Trusted Sources. It checks
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t hese cueing nessages against the current Track List. | f
the referenced track does not correlate to a track on the
list, the Cueing Capsule then passes these cueing nessages
to the Sensor Controlling Conmands for diffusion to the

vari ous sensors.

Track Correlation Capsule: Takes all fused tracks and
correlates themwith the Track Registry. This correlation
consists of screening out rmnultiple instances of the sane
track by conmparing the quality of fused tracks from
mul ti pl e SFPs.

Track Registry Capsule: Mai ntains the SFP's master
list of all perceived valid tracks. Note: Al changes in a
track’s st at us are mai nt ai ned (“killed,” “active,”

“inactive,” etc).

Track Server Capsul e: Responsi ble for providing
BMC2s, Weapons Net, Sensor Fusion Processors, and peer
Sensor Nets with a Track List. It constantly receives an
updated track list fromthe Track Registry Capsule and then
communi cates it to all requesting entities. It receives
“hot’ notifications from Wapon Platforns (i.e., tracks
whi ch have a weapon awaiting a firing solution to |aunch)
and, if it is a valid track, directs the SFP Interface
Capsul e to short the winning version of that track directly
to the Wapon Platform Interface Capsule as well as

continuing to push it to the Track Correl ati on Capsul e.

Weapon Platform Interface Capsule: This capsul e
provides the latest firing-solution quality track data to

requesti ng weapons pl atforns upon demand.

Peer/ Hi gher Interface Capsule: Pushes the track Ilist
in the form of either low-detail tracks (i.e., those wth

no paranetric data) to Peer Sensor Nets or wunnodified
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tracks to the BMC2. It receives their lists (peer Sensor
Nets) or nodifications to a Track (BMC2) and passes themto
the Track Correlation Capsule for integration into the

Track Registry.
Sone Areas of Potential Conflict:

-VWhat if a Weapon Platform requests a track and it is
‘“inactive’ on the track list?

-What if a Weapon Platform cones |ooking for a track
and it is delayed due to processing through the Sensor Net
capsules? Can we ensure no delay is introduced yet firing

solution quality of provided tracks is naintai ned?
K. SENSOR NET' S SFP | NTERFACE CAPSULE

Sensor Net - SFP Interface Capsule

tiraci dafa)

SN1SIC:SFPInterfaceCapsule
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== capsule ==
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SICERC RequestRegistry
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o
== papsule == seeapellemyy (]| wnessssssssssasllesiiis
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Fi gure 33. SFP Interface Capsul e UML-RT Di agram
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TSC Commruni cati ons Capsul e: Handl es the data stream
between the (higher level) Track Server Capsule and the
Sensor Fusion Processor Communi cations Capsule. The track
list and all ‘short’ commands from the (higher level) Track
Registry Capsule are passed to the Request Registry
Capsul e.

TCC Conmmuni cations Capsul e: Passes tracks from the
Sensor Fusion Processor Comunications Capsule to the

(higher level) Track Correl ati on Capsul e.

WPl C Communi cati ons Capsul es: Passes ‘shorted’ tracks
from the Sensor Fusion Processor Conmuni cations Capsule to
t he (higher level) Wapon PlatformInterface Capsule.

Request Registry Capsule: Mintains a registry of all
incomng and outgoing data streans as well as a current
copy of the track list from the (higher level) Track
Regi stry. This capsule is responsible for retrieving and
forwarding track data to SFPs that want to enhance their
own tracks with renote SFP's track data (this makes the SFP
Forum concept into an 1 X N bandw dth usage structure
instead of an N X N bandw dth usage structure, which is
what happens if you have SFPs talking to one another). The
Request Registry Capsule does not automatically retrieve
and forward data requested by the various SFPs, however.
It has an internal state machine that decides whether or
not to pass it. This internal state nachine is identical
to the SFP's Col | aborative Fusing Capsule’s equation, wth
the exception that the RRC s state nmachine has a better
view of the network and its conponents. The state machine’s
decision to either allow or disallow a coll aborative fusion
request to be processed can be understood to be the result
of an evaluation of several key factors, all of which nust
be wthin allowable paraneters. This state machine

159



decision is nost accurately understood as an AND |ogic
equation (network usage AND track type fusible AND better
fusible renote track available AND track noving sl ow enough
AND pre-determned quality threshold not net). Thi s
capsul e also receives all ‘short’ comands and ensures that
the appropriate data stream is ‘shorted to the WIC
Communi cati ons Capsule with the appropriate track ID on the
data stream

Sensor Fusion Processor Communi cations  Capsul es:
Establ i sh communi cations between Sensor Fusion Processors
and the Sensor Net. Handle all data flows between the SFPs
and the Sensor Net. Passes tracks to the Request Registry
Capsul e when so directed by the RRC
L. SENSOR NET' S TRACK FI LTER CAPSULE

________________________

Sensor Net = Track Correlation Capsule | gl el
1 . "
{frack data) | @'._L;. A
E e |
SNI1TFC:Track Correlation Capsule CAE - N :
== Capsule == S5 cap%éule R
TFCSDEC SensorDirscting TFCCCIIC
Camele ComranricationsCapsule
=< caps =< capsule ==
TEFCIMC: Listhlainterance TFCCCC.CC feueing
Capeanle ComranricationsCapsule messages)
|: == capsule == == capsule ==
TECTCC: TRCComrannications FCPCC.PHIC
{frack daia) Capsule CotnrnicatinnsCapsnle
i
(frack data)
Fi gure 34. Track Filter Capsul e UML- RT Di agram
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Sensor Directing Capsule: Contains the logic that
decides what to do with tracks as they cone in. Tracks
that are correl ated out have a ‘stop sending’ order added
to the track data, which will be put on the nmaster track
list and distributed to the parent SFP for action.

Li st Mai ntenance Capsule: The concept of this capsule
is that it nust take these vast streans of data fl ow ng
into it and, after conparing them to the list of current
tracks, decide which of these constitute new tracks that
must be added to the list or which are better tracks than
what was previously had, and which are to be dropped. This
processing is all done in parallel wthout the benefit of
mut ual excl usi on. Therefore, in order to ensure accurate
decisions are tacked onto the tracks before they are passed
to the (higher level) Track Registry Capsule, it then
serializes all input and passes it along with its decisions
to the Sensor Directing Capsule so that the tracks can
receive appropriate markings to cause the correct actions
to be taken by the SFPs.

CC Communi cati ons Capsul e: Recei ves cues from the
(higher level) Cueing Capsule and passes them to the List
Mai nt enance Capsul e. Unlike all others, it receives a
valid/invalid response directly from the List Mintenance
Capsul e before the LMC wites to the (higher level) Track
Regi stry Capsul e.

PHI C Comruni cati ons Capsule: Handles all traffic from
the (higher level) Peer/H gher Interface Capsule. It takes
potentially nultiple feeds and serializes them to reduce

the timng conplexity.

SI C Conmmuni cati ons Capsul e: Handl es all traffic from
the (higher level) SFP Interface Capsule. It takes

potentially multiple feeds and serializes them
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TRC Communi cati ons Capsul e: Forwards all tracks wth
enbedded commands to the (higher level) Track Registry
Capsul e. It also forwards requests for the master track
l[ist fromthe List Mintenance Capsule and replies with the
master track list to the List M ntenance Capsule once the

master track list is received.
M SENSCR NET' S CUElI NG CAPSULE

Sensor Net =2 Cueing Capsule

g v i+
F | e e
feuging messages) i = R W i
SNITRC:Cueimng Capsule S~ —
=< capsule == <= Clﬁlsule =
CCCCC CueCorre lation CCSCC:S-Ch 5N
Capsule ComrrmicationsCapsule
<= caﬁulg = =< papsule ==
feueing CCTCC TCCCommunications CSCACC SensorControlling
messages) apsule ' AuthorityCormrmnications
Capenle
fueing messages)
Fi gure 35. Cuei ng Capsul e UM.-RT Di agram
Cue Correlation Capsule: This capsule screens all

inputs received using a list of the |ast several seconds of

cues. If it determnes that a cue is virtually the sanme as
one in its resident nmenory, then it wll drop the cue
rather than forward it. Those that pass screening are

forwarded to the TFC Communi cati ons Capsul e.
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S- CA- SN Conmmuni cat i ons Capsul e: Recei ves cues
directly from Sensors, Conpetent Authorities, and other
Sensor Nets and forwards them to the Cue Correlation

Capsul e.

TCC Communi cati ons Capsul e: Forwards all cues to the
(higher level) Track Correlation Capsule. It then receives
a copy of each cue back with either ‘invalid or ‘valid on
it. It forwards the ‘valid cues to the Sensor Controlling

Aut hority Conmuni cations Capsul e for dissem nation.

Sensor Controlling Authority Conmunications Capsule:
responsi ble for establishing comunications wth Sensor
Controlling Authorities. It forwards all valid cues to al
Sensor Controlling Authorities affiliated with the Sensor
Net .

Note: The whole cueing system is a separate system
from the track list passing that goes on through other
channels. It is designed to be nuch faster to all ow Sensor

Controlling Authorities the nmaxi num deci sion time possible.
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N. SENSOR NET' S TRACK REG STRY CAPSULE

Sensor Net 2 Track Registry Capsule

{frack dafa)

SNI1TRC:Track Registrv Capsule

== capsule }?=
TRCTECC.TCC
Coratrnrd cationsCapauls
== capenle ==
TRCTDE TrackDatahase
Capsule
== capsule ==
e T TR = TRCTSCC TSC
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Fi gure 36. Track Registry Capsul e UML- RT D agram

Track Database Capsule: Mai ntains the Sensor Net's
master list of all perceived valid tracks. Note: Al
changes in a track’s status are maintained (“killed,”
“active,” “inactive,” etc).

TCC Communi cati ons Capsul e: Handl es all data streans
bet ween the (higher level) Track Conmunications Capsul e and
the Track Database and TSC Communi cations Capsules. It
passes valid, post-correlation tracks to the Track Database
Capsule for witing to the database. It passes the (higher
| evel) Track Correlation Capsule s requests for a copy of
the master track list to the TSC Communi cati ons Capsul e and
receives that 1list. It then passes the master track I|ist

to the (higher level) Track Correl ation Capsul e.
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TSC Communi cations Capsul e: Receives the master track
list fromthe Track Database Capsule and distributes it to
the (higher level) Track Server Capsule as well as the TCC

Conmuni cat i ons Capsul e.
] SENSOR NET' S TRACK SERVER CAPSULE

Sensor Net = Track Server Capsule

SNI1TSC:Track Server Capsule

{Erack list == capsule == <= Cf.lpsule b
offracfc dﬂfﬂ} TSCsCC- S TSCSCZSIIDHQEQ&ESUJ.&
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with frack
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TSCWCCWPIC tracks)
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firack list == caps
of track data) TSCTCCTRC

=< capsule == =< capsule == :| frack data)

Cmibnicalion TSCPAC Peerhbstrart; SCPCCPHIC
JSEET S DSTIACTION 3

Ll Capsule CorrmunicationsCapsule
](absfmcfﬂd
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Fi gure 37. Track Server Capsul e UML- RT Di agram

Shorting Capsule: Recei ves requests for streaning
telemetry data from the WPIC Communications Capsule. It

then matches it to a track fromthe nbst current track |i st
and sends a ‘short order’ to the SIC Conmunications
Capsul e.

Li st Capsul e: Receives the track list from the TRC
Communi cati ons Capsule and streans it out to all connected

capsul es.
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Peer Abstraction Capsule: Receives the track |ist
from the List Capsule and streanms two copies to the PHC

Communi cati ons Capsul e. The first copy is unnodified and
is neant for the BMC2. The second copy gets abstracted
(i.e., unnecessary detail is renoved) and is nmeant for Peer

Sensor Net s.

WPI C Conmuni cations Capsul e: Recei ves requests for
streaning telenetry data from the \Wapon Platform
Communi cations Capsules and passes these requests to the
Shorting Capsule, passing back an acknow edgenent to the
weapon when the request has been shorted or passing back
sone other status if not able to conply.

PH C Comuni cati ons Capsul e: Receives data from the
Peer Abstraction Capsule and passes it via one of two ports
(depending on whether or not it is abstracted) to the

(hi gher level) Peer/H gher Interface Capsule.

TRC Communi cati ons Capsul e: Receives the track |ist
from the (higher level) Track Registry Capsule and passes
it to the List Capsule.

SI C Communi cations Capsul e: Receives the track |ist
fromthe List Capsule and Shorting Orders fromthe Shorting
Capsule. Forwards themto the (higher level) SFP Interface

Capsul e for action.
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P. SENSOR NET' S PEER/ H GHER | NTERFACE CAPSULE

_____________________________

Sensor Net = Peer/Higher Interface Capsule g
: e .‘ ""m. """"""
[ = o e
1 o+ - F
: I
SN1PHIC:Peer/HigherInterfaceCapsule @ ™7 %
- o o
== Capsule == == capsulg ==
PHICTCC TCOCCormunications PHICPSNCC PeerSensortiet {low detail
firack dafa) L apsule CorrmunicationsCapsule track data)
==l Caps ==l Caps ==
FHICHCC BMWCIComrmurications PFHICTCCTSC
Capsule CorrmunicationsCapsule
{rrack data) firack data)
Fi gure 38. Peer/ Hi gher Interface Capsul e UML-RT Di agram
TSC Communi cati ons Capsul e: Handl es all data streans

bet ween the BMC2 Commruni cations Capsule or Peer Sensor Net
Communi cati ons Capsul e and the (higher level) Track Server

Capsul e.

TCC Conmuni cations Capsul e: Recei ves nodifications
from the BMC2 Communi cations Capsule as well as Low Detail
Track Lists fromthe Peer Sensor Net Communications Capsul e
and passes it to the (higher level) Track Correlation

Capsul e.

Peer Sensor Net Communications Capsul es: Est abl i sh
conmuni cati ons between the owning Sensor Net and its peer
Sensor Nets. They then handl e requests by peer sensor nets
for Track Lists of Low Detail Track Data, passing such
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requests to the TSC Comrunications Capsules. They al so
pass their Low Detail Track Data to the TFC Communi cati ons
Capsules for integration into the (higher level) Track
Regi stry Capsule, in order to provide better situational

awar eness to the parent Sensor Net.

BMC2 Comruni cati ons Capsul e: Est abl i shes
communi cations between the owning Sensor Net and its
superior BMC2. It handles requests fromthe BMC2 for track
dat a. It also passes nodified track data fromthe BMC2 to
t he TFC Communi cati ons Capsul e.

Q SENSOR NET' S WEAPONS PLATFORM | NTERFACE CAPSULE

Sensor Net 2 Weapon Platform Interface Capsule

(frack data)

SN1WPIC:WeaponPlatformInterfaceCapsule
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Fi gure 39. Weapons Platform Interface Capsul e UML-RT
Di agram
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TSC Communi cati ons Capsul e: Handl es all data streans
bet ween the Weapon Pl atform Conmmuni cati ons Capsule and the
(hi gher level) Track Server Capsul e.

SI C Communi cati ons Capsul es: Recei ve shorted tracks
from the (higher level) SFP Interface Capsule. These

tracks are passed to the appropriate Wapon Platform
Communi cati ons Capsul e.

Weapon Pl atform Comruni cati ons Capsul es: Est abl i shes
conmuni cati ons between the Sensor Net and Weapon Pl atforns.
Each instantiation of this capsule carries a priority,
which is the priority of the target the weapon platformis
assigned (obtained from the BMC2's target Ilist by the

weapon platform and is part of the request for a firing
sol ution).
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Fi gure 40.
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track information for assigned targets.
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Weapon Net Interface Capsule: Receives and replies to
Target List Bid Requests. Rel ays assigned tracks to C2

capsul e.

S. BMC2

BMC2

(cueing messages)

1

B 100 CueingTapanle

= Capsule ==
BLIC2 1 BWC: BattlehIanase rnentCapanle

e capsule ==
BLIC2 1SHIC Sensorh et
InterfaceCapsule InterfaceCapsule

u a

{frack dafa) fweapon assignments)

e capsule ==
T2 TWHIC Weaponblet

Figure 41. BMC2 UML.- RT Di agram

Cueing Capsul e: Passes abstracted track data as

cuei ng nessages to peer Sensor Nets.

Battl e Managenent Capsul e: Validates or nodifies
proposed weapons assignnments from Wapons Net. Controls
and updates Master Target List. Does Predictive Tracking

for current tracks.

Sensor Net Interface Capsule: Recei ves Track List
from Sensor Net and pushes nodifications due to C2
Overrides back to Sensor Net.
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Weapon Net Interface Capsule: Pushes the Master
Target List to Wapon Net and receives the proposed weapons
assi gnment s.

T. WEAPON

Weapon

fweapon conmmand)

W1:Weapon

== caplﬁ_rl.e ==
W1IWPIC WeaponPlatform
InterfaceCapsule

== cq‘ﬁ‘& ==
WI1CC ControlCapsule

Figure 42. Weapon UM.- RT Di agram

Control Capsule: Receives guidance and telenetry data
through WPIC from parent Wapon Platform Controls the

weapon and provi des feedback to the weapon platform

Weapon Platform Interface Capsule: Est abl i shes and

mai nt ai ns conmuni cations with the parent Wapon Pl atform
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U. WEAPON NET
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Fi gure 43. Weapon Net UM.- RT Di agram

Control Capsule: Receives guidance and telenetry data
through WPIC from parent Wapon Platform Controls the

weapon and provi des feedback to the weapon pl atform

Weapon Platform Interface Capsule: Est abl i shes and

mai nt ai ns conmuni cations with the parent Wapon Pl atform
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APPENDI X F.  SI MULATI ON CCDE

A. SFP SI MULATI ON CODE.
Read Me Fil e.
Notes on this Sinulation:

OWeT++ does not handle O nodules of a type being
instantiated. Therefore, you nust instantiate at |east one

of both types of sensors. Because of this, it s
i npossible to test the SICto CFC link (which is only used
when there's one sensor). The sinulation would have to be

retooled, and one of the two sensors would have to be
renoved.

In the Plove analysis, it wll always appear that Col Fus
Tracks get to SensorNet faster than Normal Tracks. This is
not true. It appears this way because the radar sensors

are | abeled starting with 0, whereas the nunbers of the IR
Sensors follow after the radar sensors (so if there's 3
radar and 2 IR, your radar will be 0,1,2, and your IR w |
be 3,4). IR has a natural delay of 500ns in it
(mat hemati cal equation based on orbital distance, speed of
light, and a 93000Hz satellite downlink frequency). Tracks
are chosen for fusion starting with sensor 0 and going up
to the nunber of <collaborative fusion requests - 1.
Therefore, radar sensors wll always be chosen for fusion
before IR sensors, which inadvertently ensures that at
| east sone of the Normal Tracks will have a 500ns del ay.

This kicks the average throughput time for Normal Tracks up
above those of Collaboratively Fused Tracks.

Time Constraints were gathered fromthe foll ow ng:

Process Time = Estimate from Professor Wn Su based on
sinple routing of the nessage at the IP layer with no
packet anal ysis other than source and desti nati on.

Li stCheck = Estimate from Professor Wen Su based on basic
XORi ng function which XORs the nost significant bits (gets
it within an ellipse of certainty) from an associative
menory bank containing a nmaster track list of a couple of
hundred itens.

Fusion = total guess as sensor fusion has yet to be
i nvent ed.

Track Size for both IR and Radar are based on a summation
of fields that would be required for a space ballistic
m ssile tracks. W added in additional bits for any
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addi ti onal system overhead, etc, that may not have existed
in other data link systens such as JTIDS.

[l file: SFPSi m ned

/1 author: Joel D. Babbitt
/] Thesis Wrk @ NPS

/| Date: 14 Nov 2003

/! Radar Sensor --
/1

/'l A ground based radar sensor which sends sensor data to
t he SFP

Il
si npl e Radar Sensor

gat es:
out: out;
endsi npl e
/! | RSensor --

Il

/! A satellite based IR sensor which sends sensor data to
t he SFP.

Il
si npl e | RSensor
gat es:
out: out;
endsi npl e

/1 SensorlnterfaceCapsul e --

/'l Serves as the primary interface to all assigned Sensors.
176



/1 1f it is receiving data from nore than one sensor, then
it sends all tracks

/1 to the Track Fusing Capsule. If it is only receiving
data from one sensor

/[l then it passes it directly to the Collaborative Fusion
Capsul e.

/1
sinpl e SensorlnterfaceCapsul e
gat es:
in: in[]; // in fromnmultiple sensors

out: TFCout[]; // out to Track Fusing Capsule
(mul ti pl e connecti ons)

out: CFCout; // out to Collaborative Fusion Capsule
(only one connecti on)

endsi npl e

/'l SensorNetlnterfaceCapsule --
Il

/'l Responsible for pushing tracks from the Track List
Capsul e to the Sensor Net.

/'l Receives tracks requested by the Collaborative Fusion
Capsul e t hrough Sensor

/1 Net from other SFPs.

I

si npl e Sensor Net I nt erfaceCapsul e
gat es:

out : SNRequest out [ ]; /| port used to request
col l aboratively fused tracks from SN

in: SNRequestin[]; /] port used to receive
col | aboratively fused tracks from SN

out : CFCRequest out [ ]; /] port used to  pass
col | aboratively fused tracks to CFC

in: CFCRequestin[]; //port used to receive requests
fromCFC for c. fused tracks

in: TrackListin; //port used to receive the master
track list fromSN
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out: TrackListout; //port used to push the naster
track list to the TLC

in: CFGin[]; //port used to receive tracks from CFC
out: SNout[]; //port used to push tracks to SN
endsi npl e

[l TrackFusi ngCapsul e --
/1

/[l Takes multiple tracks per target from the Sensor
I nterface Capsul e and fuses

/1 theminto one single track per target in real tine.
Il
si npl e TrackFusi ngCapsul e
gat es:
in: SICn[]; //port that receives tracks fromSIC
out: CFCout[]; //port used to push tracks to CFC
out: TLCout[]; //port used to check target |ist

in: TLG n[]; //port used to receive answers from
TLC

endsi npl e

/'l Col | aborati veFusi onCapsul e --
I

/'l Takes fused or raw local tracks (one per target) and
fuses themw th tracks

/'l received from other SFPs via the SFP Interface Capsule
of the Sensor Net.

Il
si npl e Col | abor ati veFusi onCapsul e
gat es:
in: SICn; //port that receives tracks fromSIC
in: TFGn[]; //port that receives tracks from TFC
out: SNICout[]; //port used to push tracks to SNIC

out: TLCout[]; //port used to check target Iist
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in: TLCn[]; //port used to receive answers from
TLC

out: SN CRequestout[]; //port used to request c.
fused tracks from SN

in: SN CRequestin[]; //port wused to receive c.
fused tracks from SN

endsi npl e

/| TrackLi st Capsul e - -
Il

/! References its internal track list, nmeshes the nmster
track list with its own.

Il
si npl e TrackLi st Capsul e
gat es:

in: TrackListin; //port that receives the master
target list fromthe SNIC

in:. TFCGin[]; //port that receives tracks to be
checked fromthe TFC

out: TFCout[]; //port used to reply to the TFC s
gueri es

in: CFCin[]; //port that receives tracks to be
checked fromthe CFC

out: CFCout[]; //port used to reply to the CFC s
gueri es

endsi npl e

/1 SensorNet --
/1

/! Pushes master track list to the SFP, receives tracks
fromthe SFP, and handl es

/'l requests for tracks from other SFPs.
Il
si mpl e Sensor Net

gat es:
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out : SFPRequest out []; /| port used to push
col l aboratively fused tracks to the SFP

in: SFPRequestin[]; //port used to receive c. fused
track requests from SFP

out: TrackListout; //port used to push the naster
track list to the TLC

in: SFPin[]; //port used to receive tracks from SFP
endsi npl e

/'l SFPSim --
Il

/! Mbodel of the Sensor Fusion Processor, with connections
to multiple sensors and

/'l one Sensor Net.
Il
nodul e SFPSIi m
par anet ers:
[l paranmeters that involve only one entity

data_rate_Radar Sensor ToSFP : nuneric, // the data
rate between Radar Sensor and the SFP

Radar TrackSize : nuneric, [// size of an unfused
radar track

Radar TrackDel ay : nuneric const, // delay between
radar tracks being sent to the SFP

data_rate_ | RSensor ToSFP : nuneric, // the data rate
bet ween IR Sensor and the SFP

| RTrackDel ay : nunmeric const, // delay between IR
tracks being sent to the SFP

| RTrackSize : nuneric, // size of an unfused IR
track

/| parameters that involve nore than one entity

num Radar Sensors : nuneric, // the nunber of Radar
Sensors

num | RSensors : nuneric, // the nunber of IR
Sensors
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num Tracks : nuneric, //the nunber of real tracks
out there (ie: planes, rockets, mssiles, etc)

data rate SFPtoSensorNet : nuneric, // the data
rate between the SFP and Sensor Net

data rate Internal : nuneric, // data rate of
connections within the SFP

TrackLi stDel ay : nuneric, //amount of delay between
sendi ngs of the master track |i st

num Fusi onRequest s : nuneri c, Il nunber of
col | aborative fusion requests from CFC (<=num Tr acks)

FusedTrackSize : nuneric, [// size of a firing
solution quality fused track

Process_Tinme : nuneric, // Generic handling tine
each nodule eats in handling a track

Li stCheck : nuneric, // Tinme Required to Check a
Track agai nst the List

Fusion : numeric; //Time Required to perform a
Fusi ng Action

subnodul es:
TrackFusi ngCapsul e: TrackFusi ngCapsul e;
gat esi zes:

SI G n[ num Radar Sensor s+num | RSensor s] ,
[l port that receives tracks from SIC

CFCout [ num Tracks], //port used to push
tracks to CFC

TLCout [ num Radar Sensor s+num | RSensor s],
[/ port used to check target I|ist

TLG n[ num Radar Sensor s+num | RSensor s] ;
[l port used to receive answers from TLC

di splay: "p=79,59,r,70;i=conp; b=36, 32";

Col | abor ati veFusi onCapsul e:
Col | abor ati veFusi onCapsul e;

gat esi zes:
SICn, //port that receives tracks fromSIC

TFC n[ num Tr acks], /] port t hat recei ves
tracks from TFC

SNI Cout [ num Tracks], //port wused to push
tracks to SNIC
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TLCout [ num Tracks], //port wused to check
target |ist

TLG n[num Tracks], //port wused to receive
answers from  TLC

SNI CRequest out [ num _Fusi onRequest s] , /'] port
used to request c. fused tracks from SN

SNI CRequest i n[ num _Fusi onRequest s] ; /] port
used to receive c. fused tracks from SN

di spl ay: "p=136, 155, r, 70;i =conp; b=36, 32";
TrackLi st Capsul e: TrackLi st Capsul e;
gat esi zes:

TrackLi stin, /] port t hat receives the
master target list fromthe SNIC

TFG n[ num Radar Sensor s+num | RSensor s] ,
[l port that receives tracks to be checked fromthe TFC

TFCout [ num Radar Sensor s+num | RSensor s] ,
/[l port used to reply to the TFC s queries

CFCi n[ num _Tr acks], /] port t hat recei ves
tracks to be checked fromthe CFC

CFCout [ num Tracks]; //port used to reply to
the CFC s queries

di splay: "p=69, 284,r, 70;i =conp; b=36, 32";
Sensor Net: Sensor Net ;
gat esi zes:

SFPRequest out [ num_Fusi onRequest s] , /] port
used to push collaboratively fused tracks to the SFP

SFPRequest i n[ num Fusi onRequest s], /] port
used to receive c. fused track requests from SFP

TrackLi stout, //port used to push the
master track list to the TLC

SFPi n[ num Tracks]; //port wused to receive
tracks from SFP

di splay: "p=375,291;i=router3;b=36, 32";

Sensor Net | nt er f aceCapsul e:
Sensor Net | nt er f aceCapsul e;

gat esi zes:

SNRequest out [ num Fusi onRequest s], /| port
used to request collaboratively fused tracks from SN
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SNRequest i n[ num Fusi onRequest s] , /] port
used to receive collaboratively fused tracks from SN

CFCRequest out [ num _Fusi onRequest s] , / | port
used to pass collaboratively fused tracks to CFC

CFCRequest i n[ num _Fusi onRequest s], /] port
used to receive requests fromCFC for c. fused tracks

TrackListin, //port wused to receive the
master track [ist from SN

TrackLi stout, //port used to push the
master track list to the TLC

CFCi n[ num Tracks], //port wused to receive
tracks from CFC

SNout [ num Tracks]; //port used to push
tracks to SN

di spl ay: "p=224,284;i=router;b=32, 32";
| RSensor: | RSensor[num | RSensors]; //

di spl ay:
"p=395,69,r,90;i=satellitesensoricon; b=75,97";

Sensor | nterfaceCapsul e: SensorlnterfaceCapsul e;
gat esi zes:
TFCout [ num Radar Sensor s+num | RSensor s],
CFCout ,
I n[ num _Radar Sensor s+num | RSensor s] ;
di splay: "p=227,60,r,80;i=router; b=32, 32";
Radar Sensor: Radar Sensor [ num Radar Sensor s] ;

di spl ay:
"p=393, 196, r, 100; i =r adar sensori con; b=92, 88" ;

|/ see p43 of the manual for figuring out problenms wth
ports (especially the [] parts)

connecti ons:
// connect up the Radar Sensors to the SIC
for i=0..num Radar Sensors-1 do

Radar Sensor[i]. out --> del ay 5ns -->
SensorlnterfaceCapsule.in[i];

endf or;
/'l connect up the IR Sensors to the SIC al so

for i=0..numl| RSensors-1 do
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| RSensor[i].out --> del ay 500ns
Sensor |l nterfaceCapsul e.i n[ num Radar Sensors + i];

endf or;
// connect up the SICto the TFC
for i=0..(num Radar Sensor s+num | RSensors)-1 do

SensorlnterfaceCapsul e. TFCout[i] --> delay
--> TrackFusi ngCapsule.SIG n[i];

endf or;
/|l connect up the SICto the CFC
SensorlnterfaceCapsul e. CFCout --> delay Ons

Col | abor ati veFusi onCapsul e. SI G n;

/I connect up the TFC with the TLC
for i=0..(num Radar Sensor s+num | RSensors)-1 do

TrackFusi ngCapsul e. TLCout[i] --> delay Ons
TrackLi st Capsul e. TFC n[ i ];

endf or;
for i=0..(num Radar Sensor s+num | RSensors)-1 do

TrackFusi ngCapsul e. TLGin[i] <-- delay Ons
TrackLi st Capsul e. TFCout [i];

endf or;
[/l connect up the TFC with the CFC
for i=0..num T Tracks-1 do

TrackFusi ngCapsul e. CFCout[i] --> delay Ons
Col | abor ati veFusi onCapsul e. TFGi n[i ];

endf or ;

// connect up the CFC with the TLC

for i=0..num Tracks-1 do

Ons

Col | abor ati veFusi onCapsul e. TLCout[i] --> delay

Onms --> TrackLi st Capsule. CFG n[i];
endf or;
for i=0..num Tracks-1 do

Col | abor ati veFusi onCapsul e. TLG n[ i ] <-- delay

Onms <-- TrackLi st Capsul e. CFCout[i];
endf or;
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// connect up the CFC with the SNIC
for i=0..num Fusi onRequests-1 do

Col | abor ati veFusi onCapsul e. SNl CRequestout[i] --
> delay Ons --> SensorNetlnterfaceCapsul e. CFCRequestin[i];

endf or;
for i=0..num Fusi onRequests-1 do

Col | abor ati veFusi onCapsul e. SNl CRequestin[i] <--
del ay Ons <-- SensorNetl nterfaceCapsul e. CFCRequestout[i];

endf or;
for i=0..num Tracks-1 do

Col | abor ati veFusi onCapsul e. SNl Cout[i] --> del ay
Ons --> SensorNetlnterfaceCapsule. CFG n[i];

endf or;

/[l connect up the SNIC with the SensorNet and TLC to pass
the master track list through

/lall delays are based on a dedicated T-1 or faster I|ine.

Sensor Net I nt erf aceCapsul e. TrackLi stin <- delay 5ns
<-- SensorNet. TrackLi stout;

Sensor Net | nt er f aceCapsul e. TrackLi st out --> del ay
5ms --> TrackLi st Capsul e. TrackLi sti n;

/'l connect up the SNIC with the SensorNet to request
col | aboratively fused tracks

for i=0..num FusionRequests-1 do

Sensor Net | nt er f aceCapsul e. SNRequestout [ i ] -->
del ay 5nms --> Sensor Net. SFPRequestin[i];

endf or;
for i=0..num Fusi onRequests-1 do

Sensor Net | nt er f aceCapsul e. SNRequestin[i ] <--
del ay 5ns <-- Sensor Net. SFPRequestout[i];

endf or ;

//connect up the SNIC with the SensorNet to pass
tracks to Sensor Net

for i=0..num Tracks-1 do

Sensor Net I nt erf aceCapsul e. SNout [ i ] --> del ay
5m8 --> SensorNet.SFPin[i];

endf or ;
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di splay: "p=18, 18; b=273, 301";

endnodul e

/1

// Instanti ates a Sensor Fusi on Processor.
/1

network TheSFPSim : SFPSIim // nust match file nane (e.g
t est. ned)

par anet er s:

num Radar Sensors = input (4, " Nunber
of Ground- Based Radar Sensors: "),

num | RSensors = input (2, "Nunber
of Satellite-Based IR Sensors: "),

num Tracks = input (5, "Nunber
of actual objects being tracked: "),

data_rate_SFPtoSensorNet = i nput (45000000, "Dat a
Rat e (bps) between SFP and Sensor Net : "),

data_rate_lnternal = input (1000000000, " Dat a
Rate (bps) between Capsul es: "),

FusedTrackSi ze = i nput (500, "Size
(bits) of Fused Track: "),

dat a_r at e_Radar Sensor ToSFP = i nput (45000000, " Dat a
Rate (bps) between Radar Sensor and the SFP.__ "),

Radar TrackSi ze = i nput (500, "Size
(bits) of an Unfused Radar Track: "),

Radar TrackDel ay = input (.5, "Del ay
(sec) between Radar Tracks sent to the SFP:.__ "),

data _rate_I|I RSensor ToSFP = i nput (93000, "Dat a
Rate (bps) between IR Sensor and the SFP: "),

| RTrackDel ay = input (2, " Del ay
(sec) between IR tracks being sent to the SFP:"),

| RTrackSi ze = input (500, "Size
(bits) of an unfused IR track: "),

TrackLi stDelay = input(.1, "Del ay
(sec) between Master Track List broadcasts: "),

num Fusi onRequests = i nput (1, "Number
of collaborative fusion requests fromCFC. "),
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Process _Tinme = input(.000005,
"Ti me (sec) each Modul e takes to handle a
track: "),

Li st Check = input(.0005, "Ti me

(sec) to check a track against the List: "),
Fusion = input (.01,
"Ti me (sec) required to perform a Fusi ng

Acti on: ")

/[l file: RadarSensor.cpp

/1l author: Joel D. Babbitt

/] Thesis Wrk @ NPS

/1 Date: 14 Nov 2003

/1 This is a generic radar sensor

#i ncl ude "ommet pp. h"

cl ass Radar Sensor : public cSinpl eModul e
{
Modul e_Cl ass_Menber s( Radar Sensor, ¢cSi npl eModul e, 16384)
virtual void activity();
3
Defi ne_Mdul e( Radar Sensor );
void Radar Sensor::activity()
{
int own_addr = gate( "out" )->toGate()->i ndex();
int track_size = parent Modul e()->par (" Radar Tr ackSi ze") ;
int numtracks = parent Modul e()->par("num Tracks");
doubl e del ay = parent Modul e()- >par (" Radar Tr ackDel ay") ;
bool simstart = true;
for(;;)

{
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if (!simstart)

{

/'l keep an interval between batches of tracks
bei ng sent out

wait( delay );

}

simstart = fal se;

for(int 1=0;i<numtracks; 1i++) //send out one
track per object out there.

{

/'l connection setup
ev << "Client " << nanme() << " " << own_addr

<< " sending Radar Track of size " << track_size << "

bits\n";
cMessage *work = new cMessage( nane());
wor k->addPar ("src") = own_addr
wor k- >addPar ("fwd") = true;
wor k- >set Lengt h(track_si ze);

wor k- >set Ti mest anp() ; //puts a current
time tinestanp on it.

send( work, "out" );

[l file: I RSensor.cpp

/1 author: Joel D. Babbitt

/'l Thesis Work @ NPS

/| Date: 14 Nov 2003

/[l This is a generic IR sensor.

#i ncl ude "onmet pp. h"

cl ass I RSensor : public cSinpl eMdul e
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Modul e_Cl ass_Menber s( | RSensor, ¢cSi npl eMbdul e, 16384)
virtual void activity();

b

Def i ne_Modul e( | RSensor );

void | RSensor::activity()

{

i nt own_addr gate( "out" )->toGate()->i ndex();

int track_size = parent Modul e()->par ("1 RTrackSi ze");
int numtracks = parent Modul e()->par("num Tracks");
doubl e del ay = parent Modul e()- >par ("I RTrackDel ay") ;
cQut Vector resp_v("response_tinme");

doubl e response_ti ne;

bool simstart = true;

for(;:)
{
if (!'simstart)

{

/'l keep an interval between batches of tracks
bei ng sent out

wai t ( delay );

simstart = fal se;

for(int 1=0;i<numtracks; i++) //send out one
track per object out there.
{

/| connection setup

ev << "Client " << npane() << " " << own_addr
<< " sending IR Track of size " << track _size << " bits\n";

cMessage *work = new cMessage( nane());
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wor k->addPar ("src") = own_addr
wor k- >addPar ("fwd") = true;
wor k- >set Lengt h(track_si ze);

wor k- >set Ti mest anp() ; //puts a current
time tinestanp on it.

response_tinme = sinlinme();

send( work, "out" );

[l file: SensorlnterfaceCapsul e.cpp

/1 author: Joel D. Babbitt

/'l Thesis Work @ NPS

/| Date: 15 Nov 2003

/1 The SensorlnterfaceCapsul e connects sensors with the SFP

#i ncl ude "onmet pp. h"
cl ass SensorlnterfaceCapsule : public cSinpl eMdul e

{

Modul e_Cl ass_Menber s( Sensor | nt er f aceCapsul e, cSi npl eMbdul e, 1
6384)

virtual void activity();
3
Def i ne_Modul e( SensorlnterfaceCapsule );
voi d SensorlnterfaceCapsule::activity()

{

doubl e avg_utilization = 0.0;

doubl e process_tine = par ent Modul e() -
>par (" Process_Ti nme");

cQut Vector resp_v("SIC utilization");

i nt num r adar sensor s = par ent Modul e() -
>par (" num Radar Sensors") ;

i nt num.irsensors = par ent Modul e() -
>par ("num_| RSensors");
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i nt num sensors = num_radarsensors+num.rsensors;

for(;;)

{
/'l receive nmsg (inplicit queueing!)
cMessage *nsg = receive();

/1 Make sure you put in sonme delay for handling
of the nessage

wai t (process_tine);
avg_utilization = avg_utilization + process_ti ne;
resp_v.record(avg utilization/simline());

/[l if there is only one or less tracks in the
si mul ati on

if ( numsensors < 2)

{
/'l then send it to the CFC
ev << "Forwarding nsg to CFC' << '\ n';
send( msg, "CFCout");

}

el se

{ I/l else there's the possibility that it's a
redundant track, so send it to the TFC

ev << "Relaying nsg to TFC' << '\n';
send( nmsg, "TFCout");

/1l file: CollaborativeFusi onCapsul e. cpp
/1 author: Joel D. Babbitt

/'l Thesis Work @ NPS

/| Date: 19 Nov 2003

/'l The Col | aborative Fusing Capsule within a Sensor Fusion
Processor
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#i ncl ude "onmet pp. h"
cl ass Col | aborati veFusi onCapsul e : public cSinpl eMdul e

{

Modul e_Cl ass_Menber s( Col | abor at i veFusi onCapsul e, ¢Si npl eModu
| e, 16384)

virtual void activity();

H

Defi ne_Mdul e( Col | abor ati veFusi onCapsul e );

voi d Col | aborati veFusi onCapsul e: :activity()
{
doubl e avg utilization = 0.0;

doubl e process_time = par ent Modul e() -
>par (" Process_Ti ne");

i nt num f usi on_requests = par ent Modul e() -
>par (" num _Fusi onRequests");

doubl e fusion_time = parent Mbdul e() ->par (" Fusion");

i nt fused_track_si ze = par ent Modul e() -
>par (" FusedTrackSi ze") ;

cQut Vector resp_v("CFC utilization");
int numtracks = parent Mdul e()->par("num Tracks");

i nt num r adar sensor s = (par ent Modul e() -
>par (" num Radar Sensors"));

i nt num.rsensors
>par (" num_| RSensors"));

(par ent Modul e() -

i nt num sensors = num_radarsensors+num.rsensors;

doubl e fusion_variabl e =
(num_tracks/ (num sensors*numtracks)); //watch  out for
divide by O errors

i nt dropped_tracks = 0;
int forwarded tracks = O;
int total _tracks = 0; //total tracks received
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for(;;)
{
cMessage *nmsg = receive();

/1 Make sure you put in some delay for handling
of the nessage

wai t (process_tine);
avg_utilization = avg_utilization + process_ti ne;
resp_v.record(avg_utilization/simlime());

total tracks++;
int source = neg->par("src");

if (msg->arrivedOn("SICGn"))

{
if (source < num fusion_requests)
{
nmsg- >addPar (" CFC') = true;
}
el se
{
nsg- >addPar (" CFC') = fal se;
}
send(nsg, "TLCout");
}

else if (msg->arrivedOn("TFCi n"))

{
if (source < num fusion_requests)
{
nsg- >addPar (" CFC') = true;
}
el se
{

nsg- >addPar (" CFC') = fal se;

193



}
send(nsg, "TLCout");

else if (nmsg->arrivedOn(" SN CRequestin"))

nsg- >addPar ("CFC') = fal se;

/] Fuse it

wai t (fusion_tinme);

/'l ensure the size is a fused track size
nsg- >set Lengt h(fused_track_si ze);

//add a paraneter, so it knows this was a
col | aboratively fused track

nmsg- >addPar (" Col Fus") ;
nsg- >par (" Col Fus") = true;
[/push it out to Sensor Net
send(nmsg, "SN Cout");

bool CFC = nsg- >par("CFC");
if (nmeg->arrivedOn("TLG n") && CFC)
{

//add a paraneter, so it knows this was not
a col l aboratively fused track

nmsg- >addPar (" Col Fus");
nsg- >par (" Col Fus") = fal se;

/I request better track from Sensor Net

nsg- >set Lengt h(50) ; [ITH'S IS AN ENMBEDDED
PARAMETER!'!'! (not visible to the NED file)

send(nsg, " SN CRequestout");

else if (neg->arrivedOn("TLC n") && ! CFQ)
{
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//add a paranmeter, so it knows this was not
a collaboratively fused track

nmsg- >addPar (" Col Fus");
nsg- >par (" Col Fus") = fal se;

send(nmsg, "SN Cout");

[l file: SensorNet.cpp

/1 author: Joel D. Babbitt

/'l Thesis Wrk @ NPS

/1 Date: 19 Nov 2003

/'l The Sensor Net serves and receives work fromthe SFP.

#i ncl ude "onmet pp. h"

cl ass SensorNet : public cSinpl eMdul e

{
Modul e_Cl ass_Menber s( Sensor Net, ¢Si npl eMbdul e, 16384)
virtual void activity();

H

Def i ne_Modul e( Sensor Net );

voi d SensorNet::activity()
{
doubl e tracks _received = 0.00000;
doubl e col fus_tracks recei ved = 0.00000;

doubl e list_del ay = par ent Modul e() -
>par (" TrackLi st Del ay") ;

doubl e si m marker = 0.00000;
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i nt fused track_size = par ent Modul e() -
>par (" FusedTr ackSi ze") ;

int numtracks = parent Modul e()->par("num Tracks");
doubl e avg utilization = 0.00;

doubl e process_time = par ent Modul e() -
>par (" Process_Ti nme");

cQut Vector resp_v("SN. SFPCormtCapsule Utilization");
doubl e total St SNT = 0.00000;

doubl e total col fus_StSNT = 0. 00000;

doubl e avg_SensortoSensor Net Ti ne = 0. 00000;

doubl e avg_col fus_SensortoSensor Net Timre = 0. 00000;
doubl e col fus_Sensort oSensor Net Ti ne = 0. 00000;
doubl e SensortoSensor Net Ti me = 0. 00000;

cQut Vector resp_t("Normal Tracks Average Tine, Sensors
to SensorNet");

cQut Vector resp_c("Col Fus Tracks Average Tine, Sensors
to SensorNet");

for(;;)
{

/Ineed to send out the TrackList to all SFPs
periodically, w thout disrupting everything el se

if (simlime()>si mnmarker)
{
cMessage *listnmsg = new cMessage( nanme() );

listnsg-
>set Lengt h(num tracks*fused_track_size);

| i st msg->addPar (" Col Fus") = fal se;
schedul eAt (si nmli ne() +list_delay, |istnmsg);
simmar ker = simrlinme()+list_del ay;

ev << "Track List prepared for Broadcast" <<
\n';

/'l receive nmsg (inplicit queueing!)
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cMessage *nsg = receive();

/1 Make sure you put in sone delay for handling

of the nessage

>| engt h()

wai t (process_tine);
avg_utilization = avg_utilization + process_tine;
resp_v.record(avg_utilization/simlinme());

i f(msg->i sSel f Message())

{
ev << "Size of Track List = " << nsBgQ-
<< '\n';
ev << "TRACK LI ST BROADCAST" << '\n';
send(nmsg, "TrackListout");
}

bool Col Fus = nsg->par (" Col Fus");

i f(meg->arrivedOn("SFPi n") &&! Col Fus)
{
tracks_recei ved++;
sintine_t tenp = neg->tinestanp();

ev << "Original Tinmestanp on the nessage =

<< tenp << '\n';

tenmp2 <<

simime_t tenp2 = siniinme();

ev << "Tinmestanp at the SensorNet "<

\n';
SensortoSensorNetTinme = tenp2 - tenp;

ev << "SensortoSensorNetTi ne val ue "<

SensortoSensorNetTine << '\'n';

total St SNT = total St SNT +

Sensort oSensor Net Ti ne;

avg_Sensort oSensor Net Ti me =

total St SNT/tracks received,

ev << "avg_SensortoSensorNetTine value =

<< avg_SensortoSensorNetTine << '\n';

resp_t.record(avg_SensortoSensor Net Ti me) ;
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}

del ete nsg;

else if (nmeg->arrivedOn("SFPi n") &Col Fus)

{

col fus_tracks_recei ved++;
sinmine_t tenpA = nsg->tinmestanp();
ev << "COLFUS: Oiginal Tinmestanp on the

message = " << tenpA << '\n';

simime_t tenpB = siniine();
ev << "COLFUS: Tinestanp at the Sensor Net

" << tenmpB << '\n';

t enpA,

col fus_Sensort oSensor Net Ti ne = tenpB

ev << "colfus_SensortoSensorNetTinme value =

<< col fus_SensortoSensorNetTime << '\n';

total _colfus_StSNT = total_colfus_StSNT +

col fus_SensortoSensor Net Ti ne;

avg_col fus_Sensort oSensor Net Ti ne =

total col fus_St SNT/ col fus_tracks_received;

ev << "avg_col fus_SensortoSensor Net Ti ne

value = " << avg_col fus_SensortoSensorNetTinme << '\n';

resp_c.record(avg_col fus_SensortoSensor Net Ti ne) ;

del ete nsg;

el se if(nmsg->arrivedOn(" SFPRequestin"))

{

neg- >set Lengt h(fused_track_si ze);
// send the nessage
send(nsg, "SFPRequestout");

/1l file: SensorNetlnterfaceCapsul e. cpp
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/'l author: Joel D. Babbitt

/'l Thesis Work @ NPS

/1 Date: 19 Nov 2003

/1 This nmodul e connects the SFP to the Sensor Net.

#i ncl ude "ommet pp. h"

cl ass SensorNetlInterfaceCapsule : public cSinpleMdule
{

Modul e_Cl ass_Menber s( Sensor Net | nt er f aceCapsul e, ¢cSi npl eModu
e, 16384)

virtual void activity();

i

Def i ne_Modul e( Sensor Netl nterfaceCapsule );

voi d SensorNetlnterfaceCapsule::activity()
{
doubl e avg utilization = 0.0;

doubl e process_tine = par ent Modul e() -
>par (" Process_Ti ne");

cQut Vector resp_ v("SNIC Utilization");

long total _bits = 0O;
doubl e network util;

cQut Vector resp_n("Network utilization");

for(;;)

{
/'l receive nsg (inplicit queueing!)
cMessage *nsg = receive();

/1 Make sure you put in sonme delay for handling
of the nessage
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wai t (process_tine);

avg _utilization = avg_utilization + process_ti ne;

resp_v.record(avg_ utilization/simline());

if (msg->arrivedOn("CFCin"))

{
send(nsg, "SNout");
}
else if (nmsg->arrivedOn("CFCRequestin"))
{
send(nsg, "SNRequestout");
}
else if (nmsg->arrivedOn("SNRequestin"))
{
send(nsg, "CFCRequestout");
}
else if (nmsg->arrivedOn("TrackListin"))
{
send(nsg, "TrackListout");
}
else if (nmsg->arrivedOn("CFC n"))
{
send(nmsg, "SNout");
}
/1 if (source == server_add)
Il {
I total _bits = total _bits + reply_size;
Iy networ k_uti | = total _bits / (sinilime()
data_rates);
/1 if (network util > 1.0) network util = 1.0;
/1 resp_n.record(network_util);
Il }
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/'l file: TrackFusi ngCapsul e.cpp
/1l author: Joel D. Babbitt

/'l Thesis Work @ NPS

/1l Date: 15 Nov 2003

/1 The Track Fusing Capsule wthin a Sensor Fusion
Pr ocessor

#i ncl ude "onmet pp. h"

cl ass TrackFusi ngCapsul e : public cSinpl eModul e
{

Modul e_C ass_Menber s( Tr ackFusi ngCapsul e, cSi npl eModul e, 16384
)

virtual void activity();

b

Def i ne_Modul e( TrackFusi ngCapsul e );

voi d TrackFusi ngCapsul e::activity()
{
doubl e avg_utilization = 0.0;

doubl e process_tine = par ent Modul e() -
>par (" Process_Ti ne");

doubl e fusion_tinme = parent Modul e() ->par (" Fusion");

i nt fused_track_si ze = par ent Modul e() -
>par (" FusedTr ackSi ze") ;

cQut Vector resp_v("TFC utilization");
doubl e num tracks = parent Modul e()->par("num Tracks") ;

i nt num r adar sensor s = (par ent Modul e() -
>par (" num Radar Sensors"));

i nt num.irsensors = (par ent Modul e() -
>par ("num_| RSensors"));
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doubl e num sensors = num radar sensors+num. rsensors;
doubl e fusion_variable = 0.000;

doubl e random num

int dropped_tracks = O;

int forwarded tracks = O;

int total _tracks = 0; //total tracks received

int own_addr = gate( "CFCout" )->toGate()->i ndex();

for(;:)
{
cMessage *nsg = receive();
/1 NMake sure you put in sone delay for handling
of the nessage

wai t (process_tine);
avg_utilization = avg_ utilization + process_ti ne;
resp_v.record(avg_utilization/simlinme());

fusion_variable = (1/numsensors); [//watch out
for divide by 0 errors

if(total tracks<numtracks) //this lets the first
track through for each actual object out there.

{

fusion_variable = 1.000;

if (msg->arrivedOn("SICn"))

{
ev << "TFC --> TLC' << '"\'n';
send(nmsg, "TLCout");
}
else if (nsg->arrivedOn("TLGC n"))
{

total _tracks++;
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random num = wuniform(.01,1); //we're going
to drop all but fusion variable % of nessages.

[/let's see what t he vari abl es

are' kkhkkkkhhkkkikkkikk*k

ev << "TrackFusingCapsule, deciding if we
shoul d fuse or correlate" <<'\n';

ev << "Here's the Random Nunber --> " <<
random num <<' \ n';

ev << "Here's the Fusion Variable --> " <<
fusion_variable << '\n';

[11f the Random Nunber is larger, it's
correl ated (dropped)

//Elsewise, it's fused with the correl ated
tracks and forwarded

if (randomnum > fusion_variable) //need to
drop the nmessage and wait for the next one.

{
ev << "@IFC Dropping the nessage! @@
<< '\n';
del et e nsgQ;
dr opped_tracks++;
}

else [//fuse, then forward the track to the
Col | abor ati ve Fusi on Capsul e

{

ev << "@IFC Fusing the nessage! @@ <<
\n';

/I Note, the actual fusion request is
passed to an internal capsule, clearing the

/1 TFC to handl e other incom ng tracks.
This is nodel ed by subtracting fusion_tine

/[/from the fused nessage's tinestanp.
This shows the tinme delay in the end.

sintime_t tenp = nmseg->tinestanp();
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if (tenp>fusion_tine)
{
tenp = tenp - fusion_tineg;
}
nmsg- >set Ti mest anp(tenp);

/'l change the size to a fused track
si ze

nmsg- >set Lengt h(fused_track_si ze);

ev << "TFC --> CFC' << "\ n';

/[l forward the track
send(nmsg, "CFCout");

forwarded_tracks++;

el se

ev << " x % * EFRROR: TFC did not handl e
nessage! ***";

[l file: TrackLi st Capsule.cpp

/1l author: Joel D. Babbitt

/] Thesis Wrk @ NPS

/1l Date: 14 Nov 2003

/1 The Track List Capsul e keeps track of the track |i st
/'l for the SFP

#i ncl ude "onmet pp. h"

cl ass TrackLi st Capsul e : public cSinpl eMdul e
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Modul e_C ass_Menber s( TrackLi st Capsul e, cSi npl eModul e, 16384)
virtual void activity();

H
Def i ne_Modul e( TrackLi st Capsule );

voi d TrackLi st Capsul e::activity()
{
doubl e avg_utilization = 0.0;

doubl e process_tinme = par ent Modul e() -
>par (" Process_Ti ne");

doubl e check_tine = parent Modul e()->par ("ListCheck");
cQut Vector resp v("TLC Utilization");
int numtracks = parent Modul e()->par (" num Tracks");

for(;;)
{

cMessage *nsg = receive();

/1 Make sure you put in sonme delay for handling
of the nessage

wai t (process_tine);
avg_utilization = avg_utilization + process_ti ne;
resp_v.record(avg utilization/simline());

if (msg->arrivedOn("TFC n"))
{

ev << "TrackLi stCapsule processing nsg from
TFC n" << '\n';

[/ Put in check time for checking the I|i st
wai t (check tine);

avg_utilization = avg_utilization +
check tine;
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resp_v.record(avg_utilization/simlinme());

send(nsg, "TFCout");
}
else if (nsg->arrivedOn("CFC n"))
{

ev << "TrackLi st Capsul e processing nsg from
CFCG n" << '"\n';

wai t (check_tine);

[/ Put in check time for checking the |i st
wai t (check_tine);

avg_utilization = avg_utilization +
check tinme;

resp_v.record(avg utilization/simline());

send(nsg, "CFCout");
}

else if (neg->arrivedOn("TrackListin"))

{

ev << "TrackLi stCapsul e processing nmsg from
TrackListin" << '\n';

[Inote, this causes mnimal delay, as it
goes to the inactive Track Registry

//then, after the inactive comes on line, it
is given to the fornerly active TR

[/ This is an estimted service delay to
swi tch between the active and sem-active TRs.

wai t (process_tine);

avg_utilization = avg_utilization +
process_tine;

resp_v.record(avg_ utilization/simline());

del ete nsg;
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B. SENSOR NET S| MULATI ON

This sinulation was a follow on to our SFP Sinul ati on work.

It is <conplete and functional except for the BMZ2
generating the firing order correctly and sending it
through the PHHC - TCC - TRC - TSC Chain and the WP - TSC
- SFPIC Chain. This can well serve as a basis for analysis

of different architectural concepts for the Sensor Net.

/1 file: SensorNetSi mned
/| author: Joel D. Babbitt
/'l Thesis Work @ NPS
/| Date: 25 Nov 2003

/! Radar Sensor --
/1

/1 A ground based radar sensor which sends cues to the
Sensor Net .

Il
si npl e Radar Sensor

gat es:
out: out;
endsi npl e
/!l 1 RSensor --

Il
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/] A satellite based IR sensor which sends cues to the
Sensor Net .

Il
si npl e | RSensor
gat es:
out: out;
endsi npl e

/'l Sensor Controlling Authority --
11l

[l The entity which issues orientation comands to the
i ndi vi dual sensors

Il
si npl e SCA
gates:

in: in; //this is where the SCA receives the nmaster
track |i st

endsi npl e

/'l Conpetent Authority --
/1

/1 Any authority which can conpetently give cues to
Sensor Net

Il
sinple CA
gat es:
out: out;
endsi npl e

/'l Renote SensorNet --
/1
/1 A peer sensornet to our sensornet.
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11l
si mpl e Renot eSN
gat es:

in: in; /'l receives t he mast er track list
(abstracted version) fromour Sensor Net

out: out; //pushes its abstracted master track |ist
to our Sensor Net

out: Cueout; //pushes cues to the cueing capsul e of
our Sensor Net

endsi npl e

/! Sensor Fusi onProcessor --
/1

/'l Responsible for pushing tracks to the Sensor Net.
Requests tracks for

/] Coll aborative Fusion from Sensor Net .

Il
si npl e SFP
gat es:
out : SNRequest out [ ]; /| port used to request

col l aboratively fused tracks from SN

in: SNRequestin[]; /'] port used to receive
col l aboratively fused tracks from SN

in: TrackListin; //port used to receive the master
track list fromSN

out: SNout[]; //port used to push tracks to SN
endsi npl e

/1 SFP Interface Capsule --
/1

/! Pushes master track list to the SFP, receives tracks
fromthe SFP, and handl es

/'l requests for tracks from ot her SFPs.
/1
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sinple SFPIC
gat es:

out : SFPRequest out [] ; /] port used to  push
col l aboratively fused tracks to the SFP

in: SFPRequestin[]; //port used to receive c. fused
track requests from SFP

in: TrackListin; //port used to receive the master
track list fromthe TSC

out: TrackListout[]; //port used to push the nmaster
track list to the SFPs

in: SFPin[]; //port used to receive tracks from
SFPs, # = # of SFPs

out: TCCout[]; //port used to push tracks to the
TCC, # = # of SFPs

out: WPout[]; //port used to push tracks to the
WPl C

in: Shortin; //port used to receive short orders
fromthe TSC

endsi npl e

/'l Track Correlation Capsule
Il
Il
I
sinple TCC
gat es:

in: TRCin; //receives the master track list from
the TRC

out: TRCout[]; //pushes nodifications (tracks) to
the TRC, # of ports = # of tracks

in. SFPICn[]; //receives tracks from the SFP
I nterface Capsul e

in: PH CBMC2in[]; //receives nodifications to
tracks

in: PHICPSN n[]; //receives abstracted naster track
lists

in: Cuein[]; //# = # of tracks
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out: Cueout[]; //# = # of tracks
endsi npl e

/'l Cueing Capsul e
/11
/1
/1
simple CC
gat es:

in: Cuein[]; //# of ports = Sensors + Conpetent
Aut horities + Peer SensorNets

out: TCCout[]; //# of ports = # of tracks

in: TCGn[]; //# of ports = # of tracks

out: SCAout[]; //# of ports = # of SCAs
endsi npl e

/'l Track Registry Capsule
Il
I
Il
sinple TRC
gat es:

in: TCG n[]; //receives nodifications (tracks) from
the TCC, # of ports = # of tracks

out: TCCout; //pushes master track list to TCC
out: TSCout; //pushes master track list to TSC
endsi npl e

/'l Track Server Capsul e
11l
11l

Il
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sinple TSC
gat es:
in: TRCin; //receives nmaster track list from TRC

in: WPIGn[]; //receives requests from WPICs for
tracks, # = # of Wps

out: Shortout; //passes short commands to the SFPIC

out: TrackListout; //passes the master track |Iist
to the WPIC

out: BMC2out; //passes the master track list to the
PHI C

out: PSNout; //passes the abstracted track list to
the PH C

endsi npl e

/'l Peer/H gher Interface Capsule
Il
Il
Il
sinple PH C
gat es:
in: MasterlListin;
I n: AbstractListin;

out : TCCBMC2o0ut [ ]; / lused to pass BMC2
modi fications to the TCC

out: TCCPSNout[]; //used to pass abstracted master
track lists from PSNs

in: BMC2in[]; //used to receive BMC2 nodifications,
# of ports = # of tracks

out: BMZ2out; //used to pass the Master Track List
to the BMC2

out: PSNout[]; //used to pass abstracted naster
track lists to Peer Sensor Nets

in: PSNin[]; //used to receive abstracted naster
track lists from Peer SensorNets

endsi npl e
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Il BMC2 - -
Il

/'l The battle managenent (what the arny/navy/marines cal
command and control) el enent.

/1
sinpl e BMZ2
gat es:

in: in; [//receives nmaster track list from the
Sensor Net

out: out[]; //pushes its nodifications back to the
Sensor Net, # of ports = # of tracks

out: WPout[]; //pushes firing orders to the Wapons
Pl at f or s

endsi npl e

/1 Weapon Pl atform
Il

/1 A weapon's controlling entity. It requests firing
solution quality tracks fromthe Sensor Net

/1 so that it may fire on tasked targets.
Il
sinmple WP

gat es:

in: in; [//receives the firing solution quality
track fromthe Sensor Net

out: out; //requests the firing solution quality
track fromthe Sensor Net

in: BMZ2in; //receives firing orders fromthe BMC2
endsi npl e

/1 Weapon Pl atformlInterface Capsul e
Il
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Il

/1
sinple WPIC
gat es:
out: WPout[]; //port used to pass tracks to WPs
in: WPin[]; //port used to receive requests from
t he WPs

out: TrackRequestout[]; //port wused to request a
track (to TSC), # of ports = # of requests

in: TrackRequestin[]; //port used to receive
requested tracks (from SFPI C

endsi npl e

/! SensorNetSim--
/1

[/ Model of the SensorNet, with connections to al
i nteracting devices

Il
nodul e Sensor Net Si m
par anmet ers:
/| parameters that involve only one entity

dat a_rat e_Radar Sensor ToSFP : nuneric, // the data
rate between Radar Sensor and the SFP

Radar TrackSize : nuneric, [// size of an unfused
radar track

data rate | RSensor ToSFP : nuneric, // the data rate
bet ween IR Sensor and the SFP

| RTrackSize : nuneric, [// size of an unfused IR
track

data _rate SFPtoSensorNet : nuneric, // the data
rate between the SFP and Sensor Net

Cl assDelay : numeric, // time required to classify
a track as either target or not

TrackDelay : nuneric, // time required to get a
track to SensorNet (from SFPSin).

214



/| paranmeters that involve nore than one entity

num Radar Sensors : nuneric, // the nunber of Radar
Sensors

num | RSensors : nuneric, [// the nunber of IR
Sensors

num SFPs : nuneric, // the nunber of SFPs in the
si mul ati on

num SCAs : nuneric, [/ the nunber of Sensor
Controlling Authorities

num CAs : nuneric, [// the nunber of Conpetent
Aut horities

num PSNs numeri c, /1 the nunber of Peer
Sensor Net s

num WPs numeric, // the nunber of \Wapon
Pl at f or s

num Tracks : nuneric, // the nunber of actual

tracks out there (ie: planes, mssiles, etc)

num Targets : numeric, // the nunber of targets out
there (ie: eneny rockets, mssiles, etc)

num _Fusi onRequests : nuneric, // maxi num nunber of
col | aborative fusion requests per SFP

FusedTrackSize : nuneric, [/ size of a firing
solution quality fused track

Process_Time : nuneric, // Generic handling tine
each nodul e eats in handling a track

Li stCheck : nuneric, // Time Required to Check a
Track agai nst the List

Fusion : nuneric, //Time Required to perform a
Fusi ng Action

/| paraneters for the Sensor Net

data rate Internal : nuneric, // data rate of
connections within the SFP

TrackLi stDelay : nuneric; //anount of delay between
sendi ngs of the master track |i st

subnodul es:
Radar Sensor: Radar Sensor[ num Radar Sensor s] ;
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di spl ay:
"p=361, 492, r, 100; i =r adar sensori con; b=92, 88";

| RSensor: | RSensor[ num | RSensors];

di spl ay:
"p=371,373,r,90;i=satellitesensoricon; b=75, 97";

SCA: SCA[ num SCAs] ;

di spl ay: "p=363, 285,r,90; i =tel net; b=38, 28";
CA: CA[ num CAs];

di splay: "p=51,477,r,90;i =tel net; b=38, 28";
Renot eSN:  Renot eSN[ num PSNs] ;

di spl ay: "p=355, 225,r,90;i=router; b=32, 32"
SFP: SFP[ num SFPs] ;

gat esi zes:

SNRequest out [ num Tracks], //port used to
request coll aboratively fused tracks from SN

SNRequest i n[ num Tr acks], /] port used to
recei ve col |l aboratively fused tracks from SN

SNout [ num Tracks]; //port used to push
tracks to SN

di spl ay: "p=51, 25, r, 90; i =cogwheel ; b=32, 30";
SFPI C. SFPI C,

gat esi zes:
SFPRequest out [ num Tr acks*num SFPs] , /] port
used to push collaboratively fused tracks to the SFP
SFPRequest i n[ num Tr acks* num SFPs] /] port

used to receive c. fused track requests from SFP

TrackLi stout [ num SFPs], //port used to push
the master track list to the SFPs

SFPi n[ num SFPs*num Tracks], //port wused to
recei ve tracks from SFPs

TCCout [ num SFPs*num Tracks], //port used to
push tracks to the TCC, # = # of SFPs

WPout [ num Targets]; //port used to push
tracks to the WPIC

di splay: "p=119, 195,r, 70; i =conp; b=36, 32";
TCC. TCGC;

gat esi zes:
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TRCout [ num Tracks], //pushes nodifications
(tracks) to the TRC, # of ports = # of tracks

SFPI G n[ num Tracks * num SFPs], //receives
tracks fromthe SFP Interface Capsul e

PHI CBMC2i n[ num Tar get s], [l receives
nmodi fications to tracks

PHI CPSNi n[ num PSNs], //receives abstracted
master track lists

Cuei n[ num Tracks], //# = # of tracks
Cueout [ num Tracks]; //# = # of tracks
di splay: "p=79, 311,r, 70;i =conp; b=36, 32";
CC. CC
gat esi zes:

Cuei n[ num Radar Sensors + num.| RSensors +
num CAs + num PSNs],

TCCout [ num Tracks], [//# of ports = # of
tracks

TCC n[num Tracks], [//# of ports = # of
tracks

SCAout [ num SCAs]; //# of ports = # of SCAs
di spl ay: "p=227,407,r,70;i=conp; b=36, 32";
TRC. TRC,
gat esi zes:

TCC n[ num Tracks]; //receives nodifications
(tracks) fromthe TCC, # of ports = # of tracks

di splay: "p=163, 259, r, 70;i =conp; b=36, 32";

TSC. TSC;
gat esi zes:
WPl Ci n[ num Tar get s] ; /'l receives requests

fromWPICs for tracks, # = # of Targets
di spl ay: "p=247, 259, r,70; i =conp; b=36, 32";
PH C. PHI C,
gat esi zes:

TCCBMC2out [ num Tar get s], /lused to pass
BMC2 nodifications to the TCC

TCCPSNout [ num _PSNs] , /'used to pass
abstracted naster track lists from PSNs
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BMC2i n[ num Targets], //used to receive BMC2
nodi fications, # of ports = # of tracks

PSNout [ num PSNs], //used to pass abstracted
master track lists to Peer SensorNets

PSNi n[ num _PSNs] ; / lused to receive
abstracted master track lists from Peer Sensor Nets

di spl ay: "p=235, 347,r, 70;i =conp; b=36, 32";

BMC2: BMC2;
gat esi zes:
out [ num Tar get s], /' pushes its
nodi fications back to the SensorNet, # of ports = # of
targets
WPout [ num WPs]; //pushes firing orders to
WPs
di splay: "p=331, 173,r,90; i =t el net; b=38, 28";
WP:  WP[ num WPs] ;
di spl ay:
"p=219, 97, r, 90; i =weaponpl at f or m con; b=39, 73";
WPI C. WPI C;
gat esi zes:
WPout [ num WPs], //port used to pass tracks
to WPs

WPi n[ num WPs] , /| port used to receive
requests fromthe WPs

Tr ackRequest out [ num Tar get s], /lport used
to request a track (to TSC), # of ports = # of requests

TrackRequesti n[ num Targets]; //port used to
recei ve requested tracks (from SFPI C)

di spl ay: "p=255, 183, r, 70;i =conp; b=36, 32";

/|l see p43 of the manual for figuring out problenms with
ports (especially the [] parts)

connecti ons:

/ / connect up the RadarSensors to the CC
for i=0..num Radar Sensors-1 do

Radar Sensor [i] . out --> del ay Sns -->
CC. Cueinf[i];

endf or;
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[/ connect up the IR Sensors to the CC al so
for i=0..num]l|RSensors-1 do

| RSensor[i]. out --> del ay 500ns
CC. Cuei n[ num Radar Sensors + i];

endf or ;

[/ connect up the SCAs to the CC
for i=0..num SCAs-1 do

SCA[i].in <-- delay 5ns <-- CC SCAout[i];
endf or;

/I connect up the CAs to the CC
for i=0..num CAs-1 do

CA[i].out --> del ay 5nms
CC. Cuei n[ num Radar Sensors + num_ | RSensors + i];

endf or;

// connect up the Renbte SensorNets
for i=0..num PSNs-1 do

RenmoteSN[i].in <-- del ay 50ns
PHI C. PSNout [ i ];
endf or;
for i=0..numPSNs-1 do
Renot eSN i | . out --> del ay 50ms
PH C. PSNi n[i];
endf or;

for i=0..numPSNs-1 do
Renot eSN[ i ] . Cueout --> del ay 508

CC. Cuei n[ num_Radar Sensors + num_ | RSensors + num CAs + i];

endf or;

// connect up the BMC2
BMC2.in <-- delay 5nms <-- PHI C. BMC20ut ;

for i=0..num Targets-1 do
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BMC2. out[i] --> delay 5nms --> PH C. BMC2in[i];
endf or;
for i=0..numWpPs-1 do

BMC2. WPout [i] --> delay 5ns --> WP[i].BM2i n;
endf or;

[l connect up the Wapons Pl atforns
for i=0..numWpPs-1 do

WP[i].out --> delay 5ms --> WPIC. WPin[i],;
endf or;
for i=0..numWpPs-1 do

WP[i].in <-- delay 5ns <-- WPIC WPout[i];
endf or;

/'l connect up the SFPs
for i=0..num SFPs-1, j=0..num Tracks-1 do

SFP[i]. SNRequest out[] ] --> delay 5ns
SFPI C. SFPRequesti n[ (1 *num Tracks) +j ];
endf or;
for i=0..num SFPs-1, j=0..num Tracks-1 do
SFP[i]. SNRequestin[j] <- - del ay 5ms
SFPI C. SFPRequest out [ (i *num _Tracks) +j ] ;
endf or;
for i=0..num SFPs-1 do
SFP[i]. TrackListin <-- del ay 5ms
SFPI C. TrackLi stout[i];
endf or;
for i=0..numSFPs-1, j=0..numTracks-1 do
SFP[i].SNout[]] --> del ay S5ns
SFPI C. SFPi n[ (i *num _Tracks) +j ];
endf or;

/I connect up the SFPIC

SFPI C. TrackLi stin <-- del ay Ons
TSC. TrackLi st out;

SFPI C. Shortin <-- delay Ons <-- TSC. Shortout;
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for i=0..(num SFPs*num Tracks)-1 do

SFPI C. TCCout [ i ] --> del ay Ons
TCC. SFPICin[i];

endf or;
for i=0..num Targets-1 do

SFPI C. WPout [ i ] --> del ay Ons
WP| C. TrackRequestin[i];

endf or ;

// connect up the WPIC
for i=0..num Targets-1 do

WPI C. TrackRequestout[i ] --> delay Ons
TSC. WPI Cin[i];

endf or ;

[/ connect up the PH C

PHI C. MasterListin <-- delay Ons <-- TSC. BMC2o0ut ;
PHI C. AbstractListin <-- delay Ons <-- TSC. PSNout ;
for i=0..num Targets-1 do

PHI C. TCCBMC20ut [ 1] --> del ay Ons
TCC. PHI CBMC2i n[i ] ;

endf or;
for i=0..numPSNs-1 do

PHI C. TCCPSNout [ i ] --> del ay Ons
TCC. PHI CPSNi n[i ] ;

endf or;

// connect up the CC
for i=0..num Tracks-1 do
CC. TCCout[i] --> delay Ons --> TCC Cueinf[i];
endf or;
for i=0..num Tracks-1 do

CC.TCCin[i] <-- delay Oms <-- TCC. Cueout[i];
endf or;

[/ connect up the TCC
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TCC. TRCin <-- delay Ons <-- TRC TCCout;
for i=0..num Tracks-1 do

TCC. TRCout[i] --> delay Oms --> TRC. TCCin[i];
endf or;

[/ connect up the TRC
TRC. TSCout --> delay Ons --> TSC. TRG n;

di spl ay: "p=34, 162; b=249, 277" ;

endnodul e

/1

/] Instanti ates a Sensor Net
/1

network TheSensorNetSim : SensorNetSim // nust match file
name (e.g. test.ned)

par anet er s:

dat a_rate_Radar Sensor ToSFP = i nput (1440000, "Data
rate (bps) between Radar Sensors and the SFP:. "),

Radar TrackSi ze = input (1024, "Size
(bits) of an unfused radar track: "),

data _rate | RSensor ToSFP = i nput (93000, "Dat a
rate (bps) between IR Sensor and the SFP: "),

| RTrackSi ze = input (256, "Size
(bits) of an unfused IR track: "),

data_rate SFPtoSensorNet = input (45000000, "The
data rate (bps) between the SFP and SensorNet: "),

Cl assDel ay = i nput (. 005,
"Classification Del ay (sec) to deci de target/ not
target: ),

TrackDel ay = input(. 2,

" SFP Ti me Del ay (sec) for Sensor to
Sensor Net : "),

num Radar Sensors = input (1, " Nunber

of G ound- Based Radar Sensors: "),
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num | RSensors = input (1,

"Nunber of Satellite-Based
Sensors: "),
num SFPs = input (1
of SFPs in the sinulation: "),
num SCAs = input (1,
of Sensor Controlling Authorities: "),
num CAs = input (1,
of Conpetent Authorities: "),
num PSNs = i nput (1,
of Peer SensorNets: "),
num WPs = i nput (1,
of Weapon Pl atf or ns: "),
num Tracks = i nput (2,
of actual Tracks (ie: planes, nmissiles, etc): ")
num Targets = input (2,
of actual Targets (ie: eneny rockets, mssiles): ")

num _Fusi onRequest s = [
"Maxi mum nurber of Col Fus requests per SFP

“Nunber

"Nunber

"Nunmber

"Nunber

FusedTrackSi ze = input (1152,

of a firing solution quality fused track: "),

Process_Tine = input(.000005,
(sec) each Modul e takes to handle a track/target: "),

Li st Check = input(.0005,

(sec) to check a track against the List: "),
Fusi on = input (.01,
"Time (sec) required to perform a
Action: "),
data rate_Internal = input (1000000000,
Rat e (bps) between Capsul es: "),
TrackLi stDelay = input(.1,
(sec) between Master Track List broadcasts: ");

endnet wor k

/[l file: BMC2.cpp

/1 author: Joel D. Babbitt
/] Thesis Wrk @ NPS

/| Date: 29 Nov 2003
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/1 The BMC2 controls which tracks are targets and which are
not

#i ncl ude "ommet pp. h"

class BMC2 : public cSinpl eMdul e

{
Modul e_C ass_Menber s( BMC2, cSi npl eModul e, 16384)
virtual void activity();

s

Def i ne_Mdul e( BMC2 );

void BMC2::activity()

{
int numtracks = parent Modul e()->par("num Tracks");
int numtargets = parent Modul e() ->par (" num Targets");

i nt num r adar sensors = par ent Modul e() -
>par (" num_Radar Sensors");

i nt num.irsensors = par ent Modul e() -
>par ("num_| RSensors");

int num sensors = num_radarsensor s+num.i r sensors;
int numwps = parent Modul e() ->par (" num WPs") ;
doubl e avg_ utilization = 0.0;

doubl e process_tinme = par ent Modul e() -
>par (" Process_Ti ne");

doubl e cl assification_del ay
>par (" Cl assDel ay") ;

cQut Vector resp_v("BMC2 utilization");

par ent Modul e() -

int target |ist[100];

for (int t=0; t<100;t ++)

{
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target _list[t] = -1,

for(;;)

/'l receive nmsg (inplicit queueing!)
cMessage *nsg = receive();

/1 NMake sure you put in sone delay for
handl i ng of the nessage

wai t (process_tine);

avg_utilization = avg_utilization +
process_ti ne;

resp_v.record(avg_utilization/simlinme());

i f (nmsg->hasPar ("tlp"))
{

i nt *t ar get = (int *) s g-
>get Cbj ect ("TargetList");

[/ This gives us the target array that
we will now break down.

for (int i=0; i<numtargets; i++)
{

if (target_list[i] == -1)

{

/1Since all this is done at
the beginning of the sinmulation, it's

/]'inpossible to nodel it
of fline by decrenenting a tinestanp, since that

[/ woul d put it in t he
negatives (an invalid value).

/' For pur poses of this

sinmulation, we're classifying in a sequential fashion.

wai t (cl assification_del ay);
//here's the waiting tinme to classify.

int tk = wunifornm(0, numwps);
/I here we deci de whi ch weapon pl atform should get it.
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target _list[i] = tk;

ev << "Target " << | << "
assigned to WP " << target list[i] << '"\n';

cMessage *fire_order = new
cMessage( nane());

/lhere's the weapon platform
that was assigned to the target

fire_order->addPar (" BMC2_wp")
= target _list[i];

/'l here's t he t ar get t he
weapon platformis assigned to

fire_order->addPar("target")
=1i; //tracks & targets are counted 0 to n-1.
cMessage *copy = (cMessage *)
fire_order->dup();

send(copy, "out"); [1we're
sending a copy to the Target List

send(fire_order, "WPout ",
target _list[i]); //simultaneously we send the fire order to
t he WP

}
el se
{
ev << "Target " << i << "
already assigned to W " << target_list[i] << '\n';
}
}
}
el se
{
ev << "ERROR BMC2 received a target
list nessage with no |ist attached!!!" << '\n';
}
}
}
B R i



[l file: CA cpp

/1 author: Joel D. Babbitt

/'l Thesis Wrk @ NPS

/1 Date: 3 Dec 2003

/1 This sinmul ates the abstract concept that others can pass
/1l cues to the SensorNet (not just sensors and peer SNs).

#i ncl ude "ommet pp. h"

class CA : public cSinpleMdule

{
Modul e_Cl ass_Menber s( CA, cSi npl eModul e, 16384)

virtual void activity();

i

Defi ne_Mdul e( CA );

void CA: :activity()
{
int own_addr = gate( "out" )->toGate()->i ndex();
int track_size = parent Modul e()->par ("1 RTrackSi ze");

par ent Modul e() - >par (" num _Tracks") ;

int numtracks

for(int i=0;i<numtracks;i++)
{
/'l connection setup

ev << "Client " << nane() << " " << own_addr << "
sendi ng Cue of size " << track size << " bits\n";

cMessage *work = new cMessage( nane());
wor k- >set Lengt h(track_si ze);
wor k- >addPar ("src") = own_addr;
wor k- >addPar ("track") = 1i;
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wor k- >set Ti mest anp() ; //puts a current
timestanp on it.

send( work, "out" );

ev << "In CA Mdule at point 1" << '"\n';

//***************************************

[l file: CC. cpp

/1 author: Joel D. Babbitt

/'l Thesis Work @ NPS

/1 Date: 29 Nov 2003

/1 The Cueing Capsule within a Sensor Net

#i ncl ude "ommet pp. h"

class CC : public cSinpl eMdul e

{
Modul e_C ass_Menber s( CC, cSi npl eModul e, 16384)

virtual void activity();

s
Def i ne_Mdul e( CC );
void CC: :activity()

{

doubl e avg_utilization = 0.0;

doubl e process_tine = par ent Modul e() -

>par (" Process_Ti ne");
cQut Vector resp_v("CFC utilization");
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doubl e numtracks = parent Modul e()->par (" num Tracks");

doubl e num r adar sensor s = (par ent Modul e() -
>par (" num Radar Sensors"));

doubl e num.irsensors
>par ("num_| RSensors"));

(par ent Modul e() -

doubl e num sensors = num radar sensor s+num. rsensors;
doubl e num cas = parent Modul e()- >par ("num CAs");
doubl e num psns = parent Modul e() - >par (" num PSNs") ;

doubl e cue_vari abl e =
(num_tracks/ ((num sensor s+tnum cas+num psns) *num tracks));
/lwatch out for divide by 0 errors

i nt num scas = parent Modul e()->par (" num SCAs");

ev << "In CC Module at point 1" << '"\n';

//***************************************

/1 The cued array will be used to see if we keep or
drop a cue. Note, only cues relevant to our tracks

/lare being received. No irrelevant cues are being
sent by peer Sensor Nets.

bool cued[ 100];
for (int t=0; t<100;t++)

{
cued[t] = false;
}
for(;;)
{

cMessage *nmsg = receive();

/1 Make sure you put in some delay for handling
of the nessage

wai t (process_tine);
avg utilization = avg utilization + process_ti ne;
resp_v.record(avg utilization/simline());

int track = nsg->par("track");
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int source = neg->par("src");

if (msg->arrivedOn("Cuein"))
{

i f(cued[track] == false)
{

ev << "CC. Cue received for track " <<
track << " from" << source << '\n';

ev << "Rem nder: sources are nunbered O
t o num Radar Sensors + num | RSensors+ num CAs + num PSNs"

<< '\n';

double randomnum = uniform(.01,1);
//we're going to drop all but fusion variable % of Cues.

[/let's see what t he vari abl es

are' *kkhkkkkhkkkikkkkk*

ev << "CueingCapsule, seeing if the cue
is redundant” <<'\n';

ev << "Here's the Random Nunber -->"
<< random num <<'\n';

ev << "Here's the Cue Variable --> " <<
cue variable << '\n';

[11f the Random Nunber is larger, it's
forwarded to the TCC

//El sewise, it's considered a definate
valid cue and handl ed as such

if (randomnum > cue_variable) //need
to forward the track to the TCC for a decision

{

ev << "Forwarding the cue to the
TCC for a decision" << '\n';

send(nsg, "TCCout");

el se
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ev << "TRACK ALERT: Valid cue
received on Track " << track << '\n';

cued[track] = true;

for(int s=0; s<num scas-1; s++)

{
cMessage *copy = (cMessage *)
msg- >dup() ;
send(copy, "SCAout", s);
}
send(nsg, "SCAout", num scas-1);
}
}
el se
{

ev << "CC Redundant Cue for Target
<< track << " dropped" << "\n';

del ete nsgQ;

}
else if (nsg->arrivedOn("TCCin"))

{

[1if it conmes back fromthe TCC, then it is
a valid cue. Elsewise it would have been dropped.

ev << "TRACK ALERT: Valid cue received for
Track " << track << '\n';

cued[track] = true;
for(int s=0; s<num scas-1; s++)

{

cMessage *copy = (cMessage *) nsQ-
>dup() ;

send(copy, "SCAout", s);

}

send(nsg, "SCAout", num scas-1);

}
}
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/1l file: I RSensor.cpp

/1 author: Joel D. Babbitt

/'l Thesis Work @ NPS

/| Date: 22 Nov 2003

/[l This is a generic IR sensor.

#i ncl ude "ommet pp. h"

cl ass I RSensor : public cSinpl eMdul e

{
Modul e_C ass_Menber s( 1 RSensor, cSi npl eModul e, 16384)

virtual void activity();

s
Def i ne_Modul e( | RSensor );
void | RSensor::activity()

{

int own_addr = gate( "out" )->toGate()->index();

int track_size par ent Modul e() ->par ("I RTrackSi ze") ;

int numtracks par ent Modul e() ->par (" num Tr acks") ;
for(int i=0;i<numtracks;i++)
{

/'l connection setup

ev << "Client " << nane() << " " << own_addr << "
sending IR Cue of size " << track_size << " bits\n";

cMessage *work = new cMessage( name());
wor k- >set Lengt h(track_si ze);
wor k- >addPar ("src") = own_addr;

232



wor k- >addPar ("track") = i;

. wor k- >set Ti mest anp() ; //puts a current time
timestanp on it.
send( work, "out" );
}
}
e

Il file: PH C cpp

/1l author: Joel D. Babbitt

/] Thesis Wrk @ NPS

/'l Date: 3 Dec 2003

/'l The Peer/ Hi gher Interface Capsule within the Sensor Net

#i ncl ude "onmet pp. h"

class PHIC : public cSinpleMdul e

{
Modul e_Cl ass_Menber s(PHI C, cSi npl eMbdul e, 16384)
virtual void activity();

H

Define_Mdule( PHC);

void PHI C: :activity()
{
doubl e avg utilization = 0.0;

doubl e process_tinme = par ent Modul e() -
>par (" Process_Ti ne");

i nt num_ psns = parent Modul e()->par (" num PSNs") ;
cQut Vector resp v("PH C utilization");
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ev << "In PH C Module at point 1" << '\n';

//***************************************

for(;:)
{
/1 i f (sinmime()==0)
111 {
I ev << "PH C at the beginning of simulation"
<< '\n';
/1 cMessage *work = new cMessage( nane());
/1 send(wor k, "BMC2out");
/1 }

ev << "In PH C Modul e before receive()" << '\n';

//***************************************

cMessage *nsg = receive();

ev << "In PH C Module after receive()" << '"\n';

//***************************************

/1 Make sure you put in sonme delay for handling
of the nessage

wai t (process_tine);
avg utilization = avg utilization + process_tine;
resp_v.record(avg_utilization/simlinme());

if (neg->arrivedOn("MasterListin"))

{
ev << "PHIC sending Master Track List to

send(nmsg, "BMZ2out");
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el se

{

PSNs" << '"\n';

>dup();

/1
}
el se
{

inclusion into

pur poses!!!

TCC' << '"\n';

el se

TCC' << '"\'n';

el se

if (nmeg->arrivedOn("AbstractListin"))

ev << "PHI C sending Abstracted Track List to

for(int s=0; s<num psns-1; s++)

{

cMessage *copy = (cMessage *) nsg-

send(copy, "PSNout", s);
}

del et e nsgQ;
send(nsg, "PSNout", num psns);

if (nmeg->arrivedOn("PSNi n"))

// Pass abstracted track lists to the TCC for
the master track |ist.

/| These are not passed for cuei ng
ev << "PHI C sending Abstracted Track List to

send(nsg, "TCCPSNout");

if (msg->arrivedOn("BMC2in"))

ev << "PHIC sending Mster Track List to

send(nsg, "TCCBMC2out");

ev << "PHI C inactive" << '\'n';
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/1 file: RadarSensor.cpp

/1l author: Joel D. Babbitt

/'l Thesis Work @ NPS

/| Date: 22 Nov 2003

/1 This is a generic radar sensor.

#i ncl ude "onmet pp. h"

cl ass Radar Sensor : public cSinpl eModul e

{
Modul e_Cl ass_Menber s( Radar Sensor, ¢Si npl eModul e, 16384)
virtual void activity();

H

Def i ne_Modul e( Radar Sensor ) ;

voi d Radar Sensor::activity()

{
I nt own_addr = gate( "out" )->toGate() ->i ndex();
int track_size = parent Modul e()->par (" Radar TrackSi ze") ;
int numtracks = parent Modul e()->par("num Tracks");

for(int i=0;i<numtracks;i++)
{
/'l connection setup

ev << "Client " << nane() << " " << own_addr << "
sendi ng Radar Cue of size " << track_size << " bits\n";

cMessage *work = new cMessage( nane());
wor k- >set Lengt h(track_si ze);
wor k- >addPar ("src") = own_addr;
wor k- >addPar ("track") = 1i;
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wor k- >set Ti mest anp() ; //puts a current

timestanp on it.
send( work, "out" );

/1 file: RenoteSN. cpp

/1 author: Joel D. Babbitt
/] Thesis Wrk @ NPS

/| Date: 3 Dec 2003

/'l A peer SensorNet to our Sensor Net.

#i ncl ude "ommet pp. h"

cl ass RenoteSN : public cSinpl eModul e
{

Modul e_Cl ass_Menber s( Renot eSN, ¢Si npl eMbdul e, 16384)

virtual void activity();

s

Def i ne_Modul e( Renot eSN ) ;

void RenmoteSN: :activity()
{

ev << "In RenoteSN Module at point 1" << '\n';

//***************************************

int owm_addr = gate( "out" )->toGate()->index();
par ent Modul e()->par ("1 RTrackSi ze") ;

int track_size

int numtracks
doubl e avg_utilization = 0.0;
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doubl e process_tinme = par ent Modul e() -
>par (" Process_Ti ne");

doubl e cl assification_del ay
>par (" Cl assDel ay") ;

cQut Vector resp_v("BMC2 utilization");

par ent Modul e() -

for(int i=0;i<numtracks;i++)

{

doubl e random num = uniforn(.01,1); //we're only
goi ng to generate 50% of Cues.

if (randomnum > .5) //The cue we were going to
send to our peer sensor net does not

[lapply to them so we need to
wait until we have one that does apply.

{
ev << "##TCC Droppi ng the Cue! ##" << '\n';

}

else //validate the cue as being relevant to our
Sensor Net

/'l connection setup
ev << "Cient " << nanme() << " " << own_addr

<< " sending Peer SensorNet Cue of size
" << track_size << " bits\n"

cMessage *work = new cMessage( nane());
wor k- >set Lengt h(track_si ze);

wor k- >addPar ("src") = own_addr;

wor k- >addPar ("track") = 1i;

wor k- >set Ti mest anp() ; //puts a current
time tinestanp on it.

send( work, "Cueout" );

for(;;)
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cMessage *nsg = receive();

/1 Make sure you put in sonme delay for handling
of the nessage

wai t (process_tine);
avg_utilization = avg_utilization + process_ti ne;
resp_v.record(avg utilization/simline());

//send the track list out that we just received,
as though it was ours.

send(nsg, "out");

[l file: SCA.cpp

/'l author: Joel D. Babbitt

/] Thesis Wrk @ NPS

/'l Date: 3 Dec 2003

/'l This is a generic Sensor Controlling Authority.

#i ncl ude "ommet pp. h"

class SCA : public cSinpl eMdule

{
Modul e_Cl ass_Menber s( SCA, cSi npl eMbdul e, 16384)

virtual void activity();

i

Defi ne_Mbdul e( SCA );

void SCA::activity()
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doubl e process_timne = par ent Modul e() -
>par (" Process_Ti ne");

for(;:)
{
/'l receive nmseg (inplicit queueing!)
cMessage *nsg = receive();

/'l Make sure you put in sone delay for handling
of the nessage

wai t (process_tine);

/lhere we'll measure how long it took to get the
cuei ng nmessage here.

//****************************************************

}
}
[ = = m e e

/1 file: SFP.cpp

/1 author: Joel D. Babbitt

/] Thesis Wrk @ NPS

/| Date: 25 Nov 2003

/1l A generic Sensor Fusion Processor.

#i ncl ude "ommet pp. h"

class SFP : public cSinpl eModul e

{
Modul e_Cl ass_Menber s( SFP, cSi npl eMbdul e, 16384)
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virtual void activity();

H

Defi ne_Mdul e( SFP );

void SFP::activity()

{
int own_addr = gate( "SNout" )->toGate()->i ndex();
int track_size = 0;

i nt num r adar _sensors = par ent Modul e() -
>par (" num Radar Sensors") ;

I nt radar _track_si ze = par ent Modul e() -
>par (" Radar Tr ackSi ze") ;

int ir_track_size = parent Modul e()->par ("I RTrackSi ze");
int numtracks = parent Modul e()->par (" num Tracks");
doubl e del ay = parent Modul e()->par (" TrackDel ay") ;
doubl e tinme_marker = 0.00000;
int numfr = parent Modul e()->par (" num Fusi onRequests");
i nt fusion_marker = O;

/1l double avg utilization = 0.0;

doubl e process_tine = par ent Modul e() -
>par (" Process_Ti ne");

[l cQutVector resp v("SFP Utilization");
| ong poi nter;
CArray *pntr;

/1 cArray tracks;

int track_list[100];

[l for (int t=0; t<100;t++)

I {
/1 track_list[t] = -1;
I}

for(;:)
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/l'here's the message for each target that needs to be
sent to the Sensor Net

ev << "SFP sinflime() =" << sinmlinme() << '\n';

ev << "SFP time_marker =" << time_marker <<'\n';

i f(simlime()>=tinme_marker)

{
ti me_marker = simrlinme()+del ay;
fusion_marker = O;
ev << "SFP sinlinme() =" << sinTime() << '\n';
ev << "SFP time_marker =" << time_marker <<'\n';

for(int i=0;i<numtracks;i++)

{

ev << "In SFP Mdule inside Track
Sendi ng Loop" << '\n';

if (true)//((track_list[i] == own_addr)
|| (track_list[i] == -1))

{

ev << "SFP Checking to see if it
shoul d send out any tracks" << endl;

i f(i<=(num.radar_sensors-1))

{
track_size =
radar track_si ze;
}
el se
{
track _size = ir_track_size;
}
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/1 ev << "numradar_sensors-1 =
" << numradar_sensors-1 << '\n';

/1 ev << "j =" << j << '"\n";
/1 ev << "if i is smaller, then
tracksi ze shoul d be equal to radar_track_size" << '\n';

/1 ev << "track_size = <<
track_size <<

\n';

ev << nane() << " " << own_addr <<
" sending track of size " << track_size

<< " bits\n";

cMessage *work = new cMessage(
name() ) ;

wor k- >addPar ("src") = own_addr;

wor k- >addPar ("track") = i;
//tracks & targets are counted O to n-1.

wor k- >set Lengt h(track_si ze);

wor k- >set Ti mest anp() ; /lputs a
current time tinmestanp on it.

send(wor k, "SNout");
}

el se if(fusion_marker<numfr)

{

ev << name() << " " << own_addr <<
" sendi ng Col Fus Request of size "

<< track_size << " bits\n";

cMessage *request = new cMessage(
name() ) ;

request - >addPar ("src") = own_addr;

request - >addPar ("track") = i;
//tracks & targets are counted O to n-1.

request - >addPar ("fwd") = true;

request - >set Lengt h(50); // EMBEDDED
PARAVETER ***Col Fus Request Size***

request - >set Ti nest anp() ;
send(request, "SNRequestout");
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fusi on_marker ++;

}
}
el se
{
wai t (.001);
ev << "SFP on standby" << endl;
}

/I here's the nmessage receiving/ handling area.
/'l receive nmseg (inplicit queueing!)
sintine_t tinmeout = del ay;
cMessage *nsg = receive(tinmeout);
ev << "SFP waiting to receive nessage" << endl;

/'l Make sure you put in sone delay for handling
of the nessage

wai t (process_tine);

if (msg !'= NULL)

{
if (msg->arrivedOn("SNRequestin"))
{
del ete nsg;
}
else if (nmsg->arrivedOn("TrackListin"))
{

poi nter = neg->par("ntlp");

ev << " Pointer in SFP Process is " <<
poi nter << endl;

pntr = (cArray *) pointer;
CArray tracks = *pntr;
for (int i=0; i < tracks.itens(); i++)
{
track_list[i] = (int) tracks[i];
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ev << "Track List
" was assigned " << track_list[i] << endl;

/1 This gives us
array for use above.

/[l file: SFPIC. cpp

/1 author: Joel D. Babbitt
/'l Thesis Work @ NPS

/'l Date: 1 Dec 2003

Entry " << i <<

the track |ist

/1 A SFP Interface Capsule within the Sensor Net.

#i ncl ude "onmet pp. h"

class SFPIC : public cSinpl eModul e
{

Modul e_C ass_Menber s( SFPI C, cSi npl eMbdul e, 16384)

virtual void activity();

H

Defi ne_Modul e( SFPIC );

void SFPIC: :activity()
{
doubl e avg utilization = 0.0;

doubl e process_tine =
>par (" Process_Ti ne");
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cQut Vector resp_v("SFPIC Utilization");
i nt num sfps = parent Modul e()->par ("num SFPs") ;

i nt fused_track_si ze = par ent Modul e() -
>par (" FusedTr ackSi ze") ;

ev << "In SFPIC Mydule at point 1" << '\n';

//***************************************

int |local _target |ist[100];
for (int t=0; t<100;t++)
{

| ocal _target list[t] = -1,

}
i nt request _registry[100];
for (int r=0; r<100;r++)

{

request _registry[r] = -1;

[l pntr = & rackids;
/'l pointer = (long) pntr;

for(;:)
{

/1Up here we need to send tracks to the Wapons
Pl atforms!!

//****************************************************

*k k k%

/'l receive nsg (inplicit queueing!)
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cMessage *nsg = receive();

/1 Make sure you put in sone delay for handling
of the nessage

wai t (process_tine);
avg_utilization = avg_utilization + process_ti ne;
resp_v.record(avg_utilization/simlinme());

if (msg->arrivedOn("TrackListin"))
{
if (msg->hasPar("ntlp"))
{
for(int s=0; s<num sfps-1; s++)

{
cMessage *copy = (cMessage *) nsg-
>dup() ;
send(copy, "TrackListout", s);

ev << "SFPIC sending Master Track
List to SFP " << s << '"\n';

}

del ete nsg;

}
if (nsg->hasPar("tlp"))
{
/lread the target list into the |ocal
target Ilist.
}
}
else if (nmsg->arrivedOn("Shortin"))
{

//there's a bit nore delay in doing this
operation than nornal
wai t (process_tine);
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avg_utilization = avg_utilization +
process_tine;

resp_v.record(avg utilization/simline());

int target = nsg->par("target"); /lthis is
the target the shorting order is for.

if(local target list[target] !'= -1)
{

bool active = nmsg- >par ("active");
//this allows a weapon platform to activate/inactivate a
short order.

if(active)

{

ev << "SFPIC Marking Target " <<
target << " for Shorting!" << '\n';

request _registry[target] = true;

}

else [//elsewise it nust have already
fired on the target.

{
ev << "SFPIC Deactivating Target "
<< target << '\n';
}
}
el se
{
ev << "SFPIC Cannot Short Target " <<
target << "111'" <<"\n';
}
}
else if (nmsg->arrivedOn("SFPin"))
{
int source = neg->par("src");
int track = nsg->par("track");
i f (request _registry[track] &&
(local _target _list[track] == source))
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/lrequest registry having value of true
for a track neans it is active.

{
cMessage *copy = (cMessage *) nsQg-
>dup() ;
send(copy, "Wrout");
send(nsg, "TCCout");
}
else //there's no active request for it at
t his point
{
send(nsg, "TCCout");
}
}
else if (neg->arrivedOn(" SFPRequestin"))
{
[1if 1'm smart enough | mght be able to

figure out how to nodel the whole forumthing****

//****************************************************

kkhkkkhkkhkhkkhhkkhkhkhkkhhkkhhkhkkhhkhhkhkkihkkhkkhkkihkhkkhkkikikhkk*k

ev << "SFPI C got a Col Fus Request" << endl;
[/who did it come fronf
int id = nsg->par("src");

msg- >set Lengt h(fused _track _size); //set the
l ength of the fused track

send(nsg, "SFPRequestout"”, id); //send the
fused track back to the requesting SFP
}
}
}
B e e T

/[l file: TCC. cpp
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/'l author: Joel D. Babbitt

/'l Thesis Work @ NPS

/| Date: 1 Dec 2003

/'l The Track Correlation Capsule within the Sensor Net

#i ncl ude "ommet pp. h"

class TCC : public cSinpl eMdul e

{
Modul e_C ass_Menber s( TCC, ¢Si npl eMbdul e, 16384)

virtual void activity();

s
Defi ne_Modul e( TCC );
void TCC: :activity()

{

doubl e avg_utilization = 0.0;

doubl e process_time
>par (" Process_Ti ne");

par ent Modul e() -

doubl e fusion_time = parent Modul e() ->par (" Fusi on");
doubl e list_tinme = parent Modul e()->par ("ListCheck");

i nt fused_track_si ze = par ent Modul e() -
>par (" FusedTr ackSi ze") ;

cQut Vector resp_v("TCC utilization");
doubl e num tracks = parent Modul e()->par (" num Tracks");

doubl e numtargets = par ent Modul e() -
>par (" num Targets");

i nt num r adar sensors
>par (" num_Radar Sensors");

par ent Modul e() -

i nt num.i rsensors = par ent Modul e() -
>par (" num_ | RSensors");

doubl e num sensors = num radar sensors+num. rsensors;
int num sfps = parent Modul e()->par (" num SFPs") ;
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doubl e cue_variable = 0.000;

doubl e random num

int dropped_tracks = O;

i nt dropped_cues = 0;

int forwarded tracks = O;

int forwarded cues = O;

int total tracks = 0; //total tracks received
int total _cues = O;

ev << "In TCC Module at point 1" << '\n';

//***************************************

int track |ist[100];
for (int t=0; t<100;t++)

{
track_list[t] = -1;
}
for (t=0; t<numtracks; t++)
{
/[lin an effort to sinplify the sinmulation, here
we' |l | designate the wi nning SFPs up front
track list[t] = unifornm 0, num sfps);
ev << "The SFP for Track " <<t << " is SFP " <<
track list[t] << '"\n';
}
for(;:)

{
cMessage *nmsg = receive();

/1 Make sure you put in sonme delay for handling
of the nessage

wai t (process_tine);
avg_utilization = avg_ utilization + process_ti ne;
resp_v.record(avg_utilization/simlinme());
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cue_variable = (1/numsensors); //watch out for
divide by O errors

if(total _cues<numtracks) //this lets the first
track through for each actual object out there.

{

cue_variable = 1.000;

if (msg->arrivedOn("Cuein"))
{

randomnum = wuniforn(.01,1); //we're going
to drop all but fusion variable % of Cues.

[/let's see what t he vari abl es

are' kkhkkkkhkkkikkkikk*%

ev << "TrackCorrelationCapsule, seeing if
the cue is redundant” <<'\n';

ev << "Here's the Random Number --> " <<
random num <<'\n';

ev << "Here's the Cue Variable --> " <<
cue variable << '\n';

/[11f the Random Nunmber is larger, it's
correl ated (dropped)

//Elsewise, it's considered a valid cue and
returned as such

if (randomnum > cue_variable) //need to
drop the nmessage and wait for the next one.

{
ev << "##TCC Dropping the Cuel##" <<
"\n';
del ete nsgQ;
/1 dr opped_cues++;
}

else //validate the cue
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ev << "##TCC Validated the Cuel##" <<
\n';

/' I Not e, the actual cue correlation
request is passed to an internal capsule, clearing the

[/TCC to handle other incomng cues.
This is nodel ed by subtracting fusion_tinme

//from the fused nessage's tinestanp.
This shows the tine delay in the end.

sintime_t tenp = nsg->tinestanp();
if (tenmp>list_tine)
{
temp = tenp - list_tineg;
}
nmeg- >set Ti mest anp(tenp);

ev << "TCC. Cueout --> CC.in" << '\n';
/[l return the track to the Cue Capsul e;
send(nsg, "Cueout");

/1 f orwar ded _cues++;
}
}
else if (nmsg->arrivedOn("SFPI G n"))
{
/] total _tracks++;

/llnstead of the fusion variable, we pre-
desi gnate wi nners above and drop all others.

ev << "@@CC About to Process Mssage! @@
<<'\n';

int source = neg->par("src");

ev << "Here's the SFP the Track came from --
> " << source <<'\n';
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int track = nmsg->par("track");

ev << "Here's the Track it pertains to -->"
<< track <<'\n';

if (track_list[track] == source)

{

ev << "@ICC Fusing the nessage! @@ <<
\n';

/I Note, the actual fusion request is
passed to an internal capsule, clearing the

[/ TCC to handle other incom ng tracks.
This is nodel ed by subtracting fusion_tine

//from the fused nessage's tinestanp.
This shows the tine delay in the end.

sintinme_t tenp = neg->tinestanp();
if (tenp>fusion_tine)
{
tenp = tenp - fusion_tineg;
}
nsg- >set Ti mest anp(tenp);

/[l change the size to a fused track
si ze

neg- >set Lengt h(fused_track_si ze);

ev << "TCC --> TRC' << '\'n';

/1l forward the track for witing to the
Track Registry's master track |i st

send(nmsg, "TRCout");

/1] forwarded_tracks++;
}
el se //drop the nessage
{
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ev << "@ICC Dropping the nessage! @@

<< '\n';
del ete nsg;
/1 dropped_tracks++;
}
}
else if (nmsg->arrivedOn("TRC n"))
{

ev << "TrackCorrelationCapsule processing
nmsg fromTRC n" << '\n'

/I note, this causes mninmal delay, as the
Li st Mai ntenance Capsule is essentially a

/'l Sensor Fusion Processor, conplete with a
Track List Capsule that has an active and

//sem -active Track Registry. The new |i st
goes to the inactive Track Registry

//then, after the inactive comes on line, it
is given to the fornmerly active TR

[/ This is an estimted service delay to
switch between the active and sem -active TRs.

wai t (process_tine);

avg _utilization = avg_utilization +
process_ti ne;

resp_v.record(avg_utilization/simlinme());

del ete nsg;

else if (nsg->arrivedOn("PH CPSNin"))

[/**Here we process the Abstracted naster
track list and send out cues.

}
else if (neg->arrivedOn("PH CBMC2i n"))

{

/[/\W route the target assignnent nessages
directly to the TRC
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send(nsg, "TRCout");

el se

ev << " x** FRROR: TCC did not handl e
nessage! ***";

}

Il file: TRC. cpp

/1l author: Joel D. Babbitt
/] Thesis Wrk @ NPS

/| Date: 29 Nov 2003

/[l The Track Registry Capsule keeps track of the master
track |ist

/! for the Sensor Net.

#i ncl ude "ommet pp. h"

class TRC : public cSinpl eMdul e

{
Modul e_C ass_Menber s( TRC, ¢Si npl eMbdul e, 16384)

virtual void activity();

H

Defi ne_Modul e( TRC );

void TRC: :activity()

{
doubl e del ay = parent Modul e()->par (" TrackLi st Del ay");
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doubl e tinme_marker = 0.00000;
int numtracks = parent Modul e()->par("num Tracks");

i nt fused_track_si ze = par ent Modul e() -
>par (" FusedTr ackSi ze") ;

doubl e avg_utilization = 0.0;

doubl e process_tine = par ent Modul e() -
>par (" Process_Ti ne");

cQut Vector resp v("TRC Utilization");

ev << "In TRC Module at point 1" << '\n';

//***************************************

int track _|list[20][100];
for (int a=0; a<20; a++)

{
for (int b=0; b<100; b++)
{
track list[a][b] = -1;
}
}

int target |ist[20][100];
for (int c=0; c<20;c++)

{
for (int d=0; d<100;d++)
{
target list[c][d] = -1,
}
}

int x = 0; /1 This is the counter that keeps the track
and target lists synchronized.

int *pntrA
int *pntrB
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| ong master _track list_ptr;

long target |ist_ptr;

/lhere's the Master Track List and Target List mnessages

for(;;)
{
goi ng out
i f(si
{
/1
/1
/1
/1

master _track i

Track Li st

track_list[a];

master _track_|i

Li st

nli me() >ti me_mar ker)

cMessage *tracknsg = new cMessage( nane());
cMessage *targetnsg = new cMessage( nane());

pntrA = &rack_list[a][O0];
master track list _ptr = (long) pntrA;
tracknsg- >addPar ( "ntlp" );

tracknmsg->par ("ntlp") =
st_ptr;

[/ make the pointer to the current WMaster

char * master track |list _ptr;
master _track list_ptr = (char *)

tracknsg- >addPar( "ntl p" );

tracknsg- >par (" ntl p") =
st _ptr;

//make the pointer to the current Target

char * target_list_ptr;

target _list_ptr = (char *) target list[a];
target msg- >addPar ( "tlp" );
targetmsg->par("tlp") = target list _ptr;

//send out the Master Track List
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cMessage *copy = (cMessage *) tracknsg-
>dup() ;

send(copy, "TSCout");

ev << "Sending Master Track List to TSC with
Track List " << x << '"\n';

send(tracknmsg, "TCCout");

ev << "Sending Master Track List to TCC with
Track List " << x << '\n';

//send out the Target Li st
send(targetnsg, "TSCout");
ev << "Sending Target List to TSC' << '\n';

ti me_marker = siniinme()+del ay;

i f(x>19)
{

ev << "TRC switching to Track and
Target Lists " << x << endl;

x = 0;

//Here's where we copy, then nove to
t he next Master Track List

for (int meO; nk100; mt+)

{

track _list[x][m =
track list[20][m;

}

//Here's where we copy, then nobve to
t he next Target List

for (int n=0; n<100; n++)

{
track _list[x][n] =
track _list[20][n];
}
}
el se
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X++;

ev << "TRC switching to Track and
Target Lists " << x << endl;

//Here's where we copy, then nobve to
t he next Master Track List

for (int me0; n<100; m++)

{
track_list[x][n]

track_list[x-

11 [m;
}

//Here's where we copy, then nobve to
t he next Target List

for (int n=0; n<100; n++)
{

track_list[x][n] = track_list][x-

1] [n];

/I here's the nessage receiving/handling area.
/'l receive nsg (inplicit queueing!)
sintine_t tinmout = .01;
cMessage *nsg = receive(tineout);

/1 Make sure you put in sonme delay for handling
of the nessage

wai t (process_tine);
avg_utilization = avg_utilization + process_ti ne;
resp_v.record(avg utilization/simline());

if (msg !'= NULL)

{
if (msg->arrivedOn("TCCi n"))

{
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/I here's where we need to do the magic
of making the Master Track List and Target List

i f (msg- >hasPar (" BMC2_wp")) /1this
tells us if it's a target assignnent nessage
{
ev << "Target Message Received!"
<< '\n';
int tg = nsg->par("target");
int wp = nsg->par (" BMC2_wp");
target _list[x][tg] = wp;
}
i f (msg- >hasPar ("track"))
{
ev << "Track Message Received!" <<
‘\n';
int source = nmeg->par("src");
int trk = nmsg->par("track");
track list[x][trk] = source;
}
ev << "Track/Target Message Deleted!"
<< '\n';
del et e nsgQ;
}
el se
{
ev << "ERROR in the TRC Capsule!!!" <<
‘\n';
}
}
}
}
e e e T

[l file: TSC. cpp
/1 author: Joel D. Babbitt
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/] Thesis Wrk @ NPS
/] Date: 29 Nov 2003

/'l The Track Server Capsule serves the master track list to
al |

#i ncl ude "ommet pp. h"

class TSC : public cSinpl eModul e

{
Modul e_C ass_Menber s( TSC, ¢Si npl eMbdul e, 16384)
virtual void activity();

H
Defi ne_Modul e( TSC );

void TSC. :activity()
{
doubl e avg utilization = 0.0;

doubl e process_time = par ent Modul e() -
>par (" Process_Ti ne");

cQut Vector resp_v("TSC Utilization");
int numtracks = parent Mdul e()->par("num Tracks");

i nt fused_track_size = par ent Modul e() -
>par (" FusedTr ackSi ze") ;

ev << "In TSC Module at point 1" << '\n';

//***************************************

for(;;)
{
cMessage *nmsg = receive();

/1 Make sure you put in sonme delay for handling
of the nessage

262



wait (process_tinme);
avg_utilization = avg_utilization + process_ti ne;
resp_v.record(avg_ utilization/simline());

if (nmeg->arrivedOn("WPICin"))
{

[l For purposes of this sinulation, the
actual shorting is being handled in the SFPIC

/1 The reason for this is because the data
structures needed to nodel it here are beyond

/Iy meager programmng skills
send(nsg, "Shortout");

}

else if (nsg->arrivedOn("TRGC n"))

{
if (nmsg->hasPar("ntlp"))

{

//Here we distribute the Mster Track
List to the SFPIC, the BMZ2,

//and an abstracted version to all peer
sensor nets (sinulated as

/la smal |l er nessage size).

cMessage *copy = (cMessage *) nBgQ-
>dup() ;

cMessage *abstract = (cMessage *) nsg-
>dup() ;

copy-

>set Lengt h(num tracks*fused_track_si ze);
send(copy, "TrackListout");

ev << "TSC Forwarding the Mster Track
List to the SFPIC' << '"\n';

abstract-
>set Lengt h(num tracks*fused_track_si ze*.5);

send(abstract, "PSNout");

ev << "TSC Forwarding the Mster Track
List to the Peer Sensor Nets" << '\ n';
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s g-
>set Lengt h(num tracks*fused_track_size);

send(nmsg, "BMC2out");

ev << "TSC Forwarding the Mster Track
List to the BMZ2" << '\ n';

}
else if (nmsg->hasPar("tlp"))

{

//Here we distribute the Target List to
the BMC2 and SFPIC.

/lAs the MIL and TL are really the sane
list, this has no size.

/1 The size of this nessage is already
encapsul ated into the

/I Master Track List.

cMessage *copy = (cMessage *) nBgQ-
>dup() ;

send(copy, "TrackListout");

ev << "TSC Forwarding the Target List
to the SFPIC for Shorting Oders" << '\n';

send(nsg, "BMC2out");

ev << "TSC Forwarding the Target List
to the BMC2" << "\ n';

}
el se
{
ev << "ERROR in the TSCI'!" << endl;
}
}
}
}
B

[l file: WP.cpp
/1 author: Joel D. Babbitt

/] Thesis Wrk @ NPS
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/| Date: 3 Dec 2003
/1 A Weapon Platformthat connects to the Sensor Net

#i ncl ude "ommet pp. h"

class WP : public cSinpleMdule

{
Modul e_C ass_Menber s( WP, cSi npl eModul e, 16384)

virtual void activity();
}s

Def i ne_Modul e( WP );

void WP::activity()

{
ev << "In WP Modul e at point 1" << '\n';
//***************************************
doubl e process_tine = par ent Modul e() -
>par (" Process_Ti ne");
/1 i nt BMC2_own_addr = gate( "BMC2in" )->toGate()-
>i ndex();

/1 int WPI C_ own_addr = gate( "out" )->toGate()->index();

ev << "In WP Mbdule at point 2" << '\n';

//***************************************

for(;;)
{
/'l receive nseg (inplicit queueing!)
cMessage *nsg = receive();
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/1 Make sure you put in sonme delay for handling
of the nessage

wai t (process_tine);

if (msg->arrivedOn("BMC2in"))

{
/* int wp = nmeg->par ("BMC2_wp");
if (BMC2_own_addr == wp)
{
nsg- >addPar ("WPI C_ wp") = WPI C_own_addr;
send(nmsg, "out"); //forward it to the
WPI C
}
el se
{
ev << "ERROR Wapon Platform " <<

BMC2 own_addr << " received WP "

<< wp << "'s Firing Oder!" <<
‘\n';

*/ }
if (msg->arrivedOn("in"))
{

//we need to nmeasure here how long it took
to get a firing solution to the weapon platform

//this tinme nmeasurenent would include from

SFPIC to WP.
}
}
}
[ = e e i

[l file: WPIC. cpp

/1l author: Joel D. Babbitt
/'l Thesis Work @ NPS

/'l Date: 2 Dec 2003
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/[l The Wapon Platform Interface Capsule wthin the
Sensor Net .

#i ncl ude "ommet pp. h"

class WPI C : public cSinpleMdul e

{
Modul e_C ass_Menber s(WpPI C, cSi npl eMbdul e, 16384)
virtual void activity();

s

Defi ne_Mdul e( WPIC );

void WPIC: :activity()
{
doubl e avg_utilization = 0.0;

doubl e process_tine = par ent Modul e() -
>par (" Process_Ti ne");

cQut Vector resp v("WPIC utilization");

ev << "In WPIC Module at point 1" << '\n';

//***************************************

for(;;)

{
/'l receive nsg (inplicit queueing!)
cMessage *nsg = receive();

/1 NMake sure you put in sone delay for handling
of the nessage

wai t (process_tine);
avg_utilization = avg_ utilization + process_ti ne;
resp_v.record(avg_utilization/simlinme());
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if (meg->arrivedOn("WPin"))
{

send(nsg, "TrackRequestout");

}

else if (msg->arrivedOn("TrackRequestin"))

{
int dest = msg->par("WPIC wp");
send(nsg, "WPout", dest);
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APPENDI X G

SI MULATI ON DATA

Hormal | ColFus

Track Track

g g

Time Time SH.S5FP
5 Tracks isec) isec) | SIC % | TFC % |TLC % | CFC % | SHIC % %
S56.6 Ehps 0.13 0.0s| O.000Z2| O.0005| O.0Z7|0.00008| 0.0001|0.00009
1.44 Mbps o.13 o.055 0.000Z2| 0.0004( O.0Z7|0.00008( 0.0001|0.00009
120 Mbps 0.13 0.055| 0.0002Z(0.00045) O.027|0.00008( 0.0001)0.00009
50 Tracks
S56.6 Ehps 0.27 0.21( 0.002ZZ( 0.0045 0.2Z7| 0.0008| 0.0006( 0O.0005
1.44 Mbps 0.27 0.21( 0.00Z23( 0.0045 0.Z7|0.00082Z| 0.0006( 0O.0005
120 Mbps 0.27 0.21( 0.0023( 0.0045 0.z7|0.00082Z| 0.0006( 0O.0005
100 Tracks
S56.6 Ehps 0.46 0.0046 0.0o9 0.53| 0.0016| DO.0011( 0O.0OO0O089
1.44 Mbps 0.46 0.0046 0.0o9 0.53| 0.0016| O.0011( 0O.0OO0O09
120 Mbps 0.46 0.0046 0.0og9 0.53| 0.0016| O.0011( 0O.0OO0O089
500 Tracks
S56.6 Ehps 16 11 0.0z2z 0.032 0.9z 0.00z 0.001| 0.0008
1.44 Mbps 16 11 0.0z2 0.032 0.9z 0.00z 0.001| 0O.0008
120 Mbps 16 11 0.0z2 0.032 0.9z 0.00z 0.001| 0O.0008
Const ant s
Track Size: 512/1024/1M bits Radar Delay: .5 sec
Radar s: 4 I R Del ay: 2 sec IR Sensors: 2
Tracked bjects: 50 Capsul e Data Rate: 1 Gops Collaboration Requests: 1

Master Track List BC. 0. 1sec

Fusing Tinme: 0.01 sec

Tabl e 1.

Modul e Track Handling Time: 0.000005 sec

Varying Data Rates
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Hormal | ColFus

Track Track
Ay Avrg
Time Time

5 Tracks (sec) (sec) SIC % TFC % TLC % CFC % SHIC % SH.SFP %

1024 hits 0.13 0.055 0.000z | 0.0004 | 0.027% |(0.000082

0.0001 0.oo0o09

5312 bits 0.13 0.055 0.0002 | 0.0004 | 0.027% |(0.00008

0.0001 0.o0009

50 Tracks

1024 hits 0.27 0.21 0.0023 | 0.0045 0.27 0.00032

0.0006 0.0005

312 hits n.27 0.21 0.0023 0.005 n.27 0.00032|0.00058 0.0005

100 Tracks
1024 hits 0.46 0.4 0.0046 o.009 o.53 0.001e | O.0011 o.ogoog9
512 hits 0.46 0.4 0.005 o.009 0.53 0.0016 | O.0D11 0.00095
500 Tracks
1024 hits 16 11 0.022 0.032 0.9z 0.002 0.0o01 0.0008
512 hits 16 11 0.0z3 o.031 o.94 0.00zZ3 o.001 0.00085
Constants
Data Rates: 5S56.6Ebps/l.44Mbps/s120 Mbps FRadar Delay: .5 sec
Radars: 4 Radar Delay: .5 sec IR Delay: 2 sec
IR 3ensors: 2 Capsule Data Rate: 1 Gbps Collaboration Requests: 1
Master Track List BC: 0.lsec Fusing Time: 0.01 sec
Module Track Handling Time: 0.000005 sec Track List Check Time: 0.0005 =sec

Tabl e 2. Varyi ng Track Message Sizes
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Varying Data Rates and Track Message Size
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Fi gure 44. Varyi ng Data Rates and Track Message Sizes
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Tabl e 3. G ound- based Radar Updat e Del ay

Hormal | ColFus
Track Track
Radar Avrg Avyg
Delay Time Time
{sec) {sec) (sec) SIC % TFC % TLC % CFC % SHIC % | SH.SFP %
2 0.34 0.24| 0.0007 0.0015 0.09| 0.0003|0.000Z25 0.0002
1 0.29 0.22| 0.0013| 0.00Z25 0.15|0.00045|0.00035 0.0003
0.5 0.27 0.21| 0D.0023| 0.0045 0.27|0.00082| 0.0006 0.0005
0.1 6 6 0.01 0.018 0.9| 0.00Z23( 0.0015 0.0013
0.01 £S5 1:3 0.1 0.011 0.98| 0.0018|0.00025 0.0003
Constants
Data Rates: 1.44 Mbps Track Size: 10zZ4 bits Radars=: 4
IR Delay: Z 3ec IR Sensors: 2 Tracked Ohjects: 50
Capsule Data Fate: 1 Ghps Collaboration Redquests: 1
Maszter Track List BEC: 0.lzec Module Track Handling Time: 0.000003 sec
Track List Check Time: 0.0005 sec Fusing Time: 0.01 sec
Tabl e 4. Space-Based | R Update Del ay
Hormal | ColFus
Track Track
Rr g R g
Time Time
IR Delay (sec) (sec) SIC % TFC % TLC % CFC % SHIC % | SH.SFP %
5 0.225 0.205| 0.00Z1| O.0042 0.25| 0.0009 0.0006 0.0005
2 0.27 0.21| 0.0023| 0.0045 0.27(0.00082| 0.0006 0.0005
1 0.34 0.23| 0.002Z5 0.005 0.3| 0.0009|0.00062 0.00055
0.5 0.42 0.25 0.003 0.006 0.35 0.001| 0.0007 0.00061
0.1 0.55 0.26 0.o07 0.014 0.81| 0.002Z| 0.0014 0.0013
0.01 135 2.5 0.05 0.06 0.95| 0.0017|0.00035 0.00033
Const ants
Data Rates: 1.44 Mbps Track 3ize: 1024 bits Radar Delay: .5 sec
Radars: 4 IR Sensors: 2 Tracked 0Objects: 50
Capsule Data Rate: 1 Ghps Collahoration Regquests: 1

Mazter Track List BC: 0O.lsec Module Track Handling Time: 0.000005 =zec
Track List Check Time: 0.0005 sec Fusing Time: 0.0l sec
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Varyi ng Radar Sensors
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Fi gure 47. Varyi ng Nunber of G ound-based Radar Sensors
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Tabl e 5. Varyi ng Nunber of G ound-based Radar Sensors
Hormal | ColFus
Track Track
vy Avrg
Time Time
Radar #| (sec) ({=sec) SIC % TFC % TLC 5% CFC % SHIC % [SH.S5FP %
4 0D.27 0.21| 0.0023| 0.0045 0.27|0.00082| 0.0006& 0.0005
10 25435 0.35| 0.0055 0.01 0.58| 0.0008|0.00053| 0.00047
20 Sl Ziwll o.01 0.019 0.%&| 0.0007) O0.0004( 0.00038
Const ants
Data Rates: 1.44 Mbps Track Size: 1024 bits Radar Delay: .5 sec
IR Delay: Z sec IR 3ensors: 2 Tracked Objects: 50
Capsule Data Rate: 1 Ghps Collaboration Reguests: 1

Master Track List EBC: 0.lsec

Track List Check Time: 0.0005

Module Track Handling Time:
0.01 sec

gec

Fuzing Time:

0.000005 sec

Tabl e 6. Varying Nunmber of Space-based |R Sensors
Hormal | ColFus
Track Track
Avqg Avg
Time Time
IR # (sec) (sec) SIC % TFC % TLC % CFC % SHIC % |SH.SFP %
1 O.25 0.zZ1| 0.00ZZ|0.00453 0.25 0.001|0.00068 0.00057
2 0.27 0.z21| 0.00Z3| 0.0045 0.z27(0.0008Z| 0.0004 0.0005
4 0.34 0.2ZZ| 0.00Z5 0.005 0.zg({0.000&5| 0.0005 0.0004%2
10 0.5z 0.zZ&| 0.0034| 0.00&5 0.35(0.00045|0.00032 0o.000zZ9
Constants
Data Rates: L1.44 Mhps Track 5ize: 1024 bits Radars: 4
Radar Delay: .5 sec IR Delay: 2 sec Tracked Objects: 50
Capsule Data Rate: 1 Ghps Collahoration Regquests: 1

Master Track List EC: 0.lsec

Track List Check Time: 0.0005

Module Track Handling Time: 0.

sec Fusing Time:

276

0.01 sec

aoooos sec



Varyi ng Space-Based IR Sensors
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Fi gure 48. Varyi ng Number of Space-based IR Sensors
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Tabl e 7. Col | abor ati ve Fusion Requests
# of Hormal | ColFu=s
Collaborative Track Track
Fu=ion Ay Ay
Requests from Time Time
CFC (sec) {sec}) 5IC % TFC % TLC % CFC % SHIC % | SH.SFP %
1 o.z7 0.21] 0.0023 0o.0045 O.27(0.00082 o.0006 0.o0005
5 0.71 0.36] 0.0021 0,005 0.27 0.0011f O0.0012 o, ooos
10 o 0.41| 0.0021| 0.0045 0.27 0.0011f O0.0012 0. o008
100 u} 0.41| 0.0021| 0.0045 0.27| 0.0011f 0.0012 0, 0008
1000 a 0.41| 0.0021| 0.0045 0.27 0.0011f O0.0012 o, o008
Constants
Data FRates: 1.44 Mhps Track Size: 1024 hits Radars: 4
Fadar Delay: .5 sec IR Sensors: 2 IR Delay: 2 sec
Tracked Objects: 50 Capsule Data Rate: 1 Ghps
Module Track Handling Time: 0.000005 sec Master Track List BC: 0. lsec
Track List Check Tiwme: 0.0005 sec Fusing Time: 0.01 sec
Tabl e 8. Modul e Processing Tine
Hormal | ColFus
Time each | Track Track
HModule Avryg Ay
Handles a Time Time
Track {sec) {sec) 5IC % TEC % TLC % CFC % SHIC = SH.S5FP =%
0.000005 o.z27 0.21| 0.0023| 0O.0045 0.27|0.00082| 0.0006A 0.0005
0.0005 0.34 0.21| 0.0023| 0.0045 0.53 o.08 0.059 0.051
0.05 22 3 o.99 o.99 o.59 0.3 0.6 0.5
(17sec)  |(15szec)
Const ants
I'ata Rates: 1.44 Mbps Track 5ize: 1024 bits Radar Delay: .5 sec
Radarsz: 4 IR Delay: 2 sec IR Sensors: 2
Tracked Objectsz: 50 Capsule Data Rate: 1 Ghps Collaboration Reguests: 1

Master Track List EC: 0.lsec
: 0.0l sec

Fusing Time

Track List Check Time:
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Tinme to Check Track Against Track List
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Figure 51. Track List Access Tine
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Tabl e 9.

Track List Access Tine

Time to Hormal | ColFus
Check Track Track
Track Aryg RAvyg
Against Time Time
List (sec) {sec) SIC % TFC % TLC % CFC % SHIC % SH.SFP %
0.00as5 o.27 0.21| 0.0023| 0.0045 0.270.00082] 0.000& 0.0005
0.001 0.4 0.33] 0.00Z3| 0.0045 0.52|0.00082] 0.000& 0.00a5
0.005 13 a2 0.0023 0.003 o.94/0.00022]0.00014 0.0001z2
Constants
Data Rates: 1.44 Mbhps Track 35ize: 1024 bits Radar Delay: .5 sec
Radars: 4 IR Delay: Z gec IR Sensors: 2
Tracked 0Objects: 50 Capsule Dlata Rate: 1 Ghps Collaboration Requests: 1

Master Track List BC: 0O.lsec Module Track Handling Time: 0.000005 sec
Fusing Time: 0.01 sec
Tabl e 10. Time to Perform Track Fusion
Hormal | ColFus
Track Track
Time to Avryg Avy
Perform Time Time
Fusion (sec) (sec) SIC % TFC % TLC % CFC % SHIC % SH.SFP %
0.01 o.z27 0.21) 0.0023( 0.0045 0.27|0.00082] 0.000%6 0.0005
0.05 0.75 0.85| 0.0023| 0.0045 0.27|0.00082] 0.0006 0.0005
0.1 6.5 8] 0.0023| 0.0045 0.27| 0.0005]0.00035 0.0003
Constants
Data Rates: 1.44 Mhps Track 5Size: 1024 hits Radar Delay: .5 =zec
Radars: 4 IR Delay: Z sec IR Sensors: =2
Tracked Objects: 50 Capsule Data Rate: 1 Gbps Collaboration Requests: 1
Master Track List BC: 0O.lsec Module Track Handling Time: 0.000005 sec
Track List Check Time: 0.0005 =zec
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Tabl e 11. Master Track List Broadcast Tines
Hormal | ColFus

Delay Between Track Track
Master Track Avrg Avyg
List Time Time
Broadocasts {sec) {sec) SIC % TFC % TLC % CFC % SHIC % | SH.SFP %
10 a.z27 0.21| 0.0023| 0.0045 0.27| 0.00082| 0.00055 0.00045
1 0.27 0.21| 0.0023| 0.0045 0.27| 0.00082| 0.00055 0.00045
0.1 0.z7 0.z21| 0.0023| 0.0045 0.zZ7| 0.00082| 0.0006 0.000s5
0.01 0.z7 0.21| 0.0023| 0.0045 0.z7| 0.00082) 0.0011 0.00097
0.001 0.27 0.21| 0.0023| 0.0045 0.27| 0.00082| 0.0056 0.0054
Const ants

Data Rates: 1.44 Mbps Track Size: 1024 bits Radars: 4

Radar Delay: .5 sec IR Sensors: 2 IR Delay: Z sec

Tracked Objects:
Module Track Handling Time:

50

Capsule Data Rate:

0.000005 sec

1 Ghps

Collaboration Reguests: 1

Track List Check Time: 0,0005 sec Fuzing Time: 0.01 sec
Tabl e 12. Capsul e Data Rate

Hoxrmal | ColFus

Track Track
Data Rate hrg Dy
Between Time Time
Capsules {sec) {sec) SIC % TFC % TLC % CFC % SHIC % | SH.SFP %
1E+11 0&7 0.21| 0.0023| 0.0045 0.27|0.00082| 0.0006 0.0005
100000000 0.27 0.21| 0.0023| 0.0045 0.27|0.00082| 0.0006 0.0005
1a00000 0.z27 0.21| 0.0023| 0.0045 0.27|0.00082| 0.0006 0.0005
1000 0.z27 0.21| 0.0023| 0.0045 0.27|0.00082| 0.0006 0.0005
Constants
Data Fates: 1.44 Mbps Track Size: 1024 bits Fadars: 4
Radar Delay: .5 sec IR Delay: 2 sec IR Sensors: 2

Tracked Objects:
Master Track List EC:
Track List Check Time:

50

Collaboration Reguests:
0.1lsec

0.0005 =sec

Module Track Handling Time:
0.0l sec

Fusing Time:
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